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#### Abstract

We prove that the reachability problem for two-dimensional vector addition systems with states is NL-complete or PSPACE-complete, depending on whether the numbers in the input are encoded in unary or binary. As a key underlying technical result, we show that if a configuration is reachable then there exists a witnessing path whose sequence of transitions is contained in a bounded language defined by a regular expression of pseudo-polynomially bounded length. This in turn enables us to prove that the lengths of minimal reachability witnesses are pseudo-polynomially bounded.
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## 1 INTRODUCTION

Petri nets form a fundamental model of computation with a long history. Since their introduction by Carl Adam Petri in 1962 [37], tens of thousands of papers on Petri nets have been published. Due to their generic nature, Petri nets have found a variety of applications, ranging, for instance, from

[^0]modeling of biological, chemical and business processes to the formal verification of concurrent programs, see e.g. [1, 2, 21, 24, 32]. For the analysis of algorithmic properties of Petri nets, in the contemporary literature they are often equivalently viewed as vector addition systems with states (VASS), and we will adopt this view in this article. A VASS comprises a finite-state controller with a finite number of counters ranging over the natural numbers. The number of counters is usually referred to as the dimension of the VASS, and we write $d$-VASS when we talk about VASS in dimension $d$. When taking a transition, a VASS can add or subtract an integer from a counter, provided that the resulting counter values are greater than or equal to zero; otherwise the transition is blocked. Consequently, configurations of VASS are tuples consisting of a control state and an assignment of the counters to natural numbers, and every VASS gives rise to an infinite directed graph whose vertices are the set of configurations. The central decision problem for VASS is reachability: given two configurations, is there a path connecting them in the infinite graph induced by the VASS?

Even clarifying the decidability status of the reachability problem for VASS required tremendous efforts, and it actually took until 1981 for it to be shown decidable. This was achieved by Mayr [34], who built upon an earlier partial proof by Sacerdote and Tenney [40]. Mayr's argument was then polished and simplified by Kosaraju [22] in 1982, and Kosaraju's argument was in turn simplified ten years later by Lambert [23]. Only in the past decade, Leroux developed, in a series of papers, a substantially different approach to the decidability of the reachability problem [25-27]. Regarding the computational complexity of the general reachability problem, the best known bounds have been obtained very recently: an ACKERMANN upper bound by Leroux and Schmitz [28], and a TOWER lower bound by Czerwiński et al. [10]. Prior to the latter work, the state of the art lower bound was Lipton's EXPSPACE [33].

Motivated both by the unsettled status of the complexity of the general problem, and by the wide interest in classes of one-counter and two-counter automata (see e.g. [4, 7, 14]), the reachability problem for VASS of small fixed dimensions has attracted considerable attention. Deciding reachability of 1-VASS assuming unary encoding of numbers is NL-complete: the lower bound is inherited from directed graph reachability [36, Theorem 16.2] and the upper bound follows from a straightforward depumping argument [42]. When numbers are encoded in binary, reachability in 1 -VASS is known to be NP-complete [18]. A substantial contribution towards showing the decidability of the general reachability problem was made by Hopcroft and Pansiot in 1979, who showed that reachability in 2-VASS is decidable [19]. To this end, they developed an intricate algorithm that implicitly exploits the fact that the reachability set of a 2-VASS is semi-linear. Moreover, they could show that their method breaks down for VASS in any greater dimension, as the authors exhibited a 3-VASS with a reachability set that is not semi-linear. Yet, aspects of computational complexity were left completely unanswered in [19]. In 1986, Howell, Rosier, Huynh and Yen [20] analyzed Hopcroft and Pansiot's algorithm and showed that it runs in nondeterministic doubly-exponential time, independently of whether numbers are presented in unary or binary. They could improve this nondeterministic doubly-exponential time upper bound to a deterministic doubly-exponential one and also identify a family of 2-VASS on which Hopcroft and Pansiot's algorithm requires doubly-exponential time. In summary, since 1986 it has been the state of the art that reachability in 2-VASS is in 2-EXPTIME, and NL-hard and NP-hard, depending on whether numbers are encoded in unary or binary.

## Contributions

In this article, in terms of the broad brush-strokes of complexity theory, we settle the status of the reachability problem for 2-VASS and show that it is:

- NL-complete assuming unary encoding of numbers; and
- PSPACE-complete assuming binary encoding of numbers.

The lower bounds are straightforward: NL-hardness holds already in dimension one as we remarked, and PSPACE-hardness follows as an easy consequence of a result by Fearnley and Jurdziński who showed PSPACE-completeness of reachability in bounded one-counter automata (i.e., 1-VASS with zero tests in which the counter is bounded below and above) [14]. Most of the work is therefore to establish the upper bounds, and it is organized in two stages:
(1) Our starting point is a careful analysis of an argument developed by Leroux and Sutre in [29] for the purpose of showing that reachability relations of VASS in dimension two can be captured by the language of regular expression of star height one, i.e., speaking in the terminology of [29], 2-VASS can be flattened. More precisely, this means that for any 2-VASS there is a finite set $S$ of linear path schemes, which are regular expressions of the form $\alpha_{0} \beta_{1}^{*} \alpha_{1} \cdots \beta_{k}^{*} \alpha_{k}$ over the set of transitions viewed as an alphabet, such that for any two reachable configurations there exists a witnessing run in the language defined by $S$. The paper of Leroux and Sutre reports that from any 2-VASS it is possible to construct such a regular language. This immediately implies that the reachability relation of 2-VASS is semi-linear. In dimension three, the reachability relation is no longer semi-linear and hence such linear path schemes cannot exist; the classical example by Hopcroft and Pansiot [19, proof of Lemma 2.8] gives a 3-VASS that does not possess a semi-linear reachability set. The paper [29] has not appeared as a fully refereed publication and some proof details are omitted in it. Thus, while in the first stage we mostly follow the proof strategy presented in [29], we provide a complete proof that 2-VASS can be flattened, and doing so requires the development of new arguments in order to enable a tight analysis which establishes a pseudo-polynomial bound on the lengths of the linear path schemes. ${ }^{1}$
(2) We next prove that, for linear path schemes obtained from 2-VASS, the lengths of runs witnessing reachability can be pseudo-polynomially bounded. The technique we have developed for showing this bound is surprisingly involved and can be seen as an extension to two dimensions of the classical depumping argument known as hill cutting due to Valiant and Paterson [42]. Combined with the pseudo-polynomially bounded flattening of any 2-VASS, this result enables us to conclude that 2-VASS, depending on whether transition updates are given with numbers encoded in unary or binary, have respectively polynomially or exponentially bounded reachability witnesses. The NL and PSPACE upper bounds then immediately follow from considering a simple nondeterministic algorithm that guesses and checks a reachability witness of bounded length by storing at most one configuration at a time (cf. [39, proof of Theorem 3.5]).
To the best of our knowledge, this is the first time that the complexity of an interesting restriction of the VASS reachability problem has broken 'the size of the reachability set barrier'. Namely, it is well-known that general VASS may have reachability sets which are finite but Ackermannianly large [6], and in spite of the latest results [28], the Ackermann barrier remains. When the dimension is fixed to two and updates in the transitions are given in unary, it is not difficult to construct examples of 2-VASS with exponentially large reachability sets (by employing weak doubling a number of times proportional to the number of states-this uses integers only up to absolute value 2), but we prove that polynomially long reachability witnesses always exist.

This article has been produced by completing, integrating and streamlining the conference papers [3] and [13]. Ever since their publication, the main results as well as technical results that

[^1]we present in this paper have found applications for a variety of problems. Czerwinski et al. [11] have found an alternative proof of our PSPACE upper bound, whereas Leroux and Sutre [30] have built on our work to show PSPACE membership even with one of the two counters being zero testable. Czerwiński and Lasota employ our PSPACE upper bound and the bounds on the flattening of 2-VASS in order to give a PSPACE algorithm for the regular separability problem for languages of one-counter automata [9]. Given two languages $L$ and $M$ accepted by one-counter automata, this problem is to decide whether there exists a regular language $R$ such that $L \subseteq R$ and $R \cap M=\emptyset$. Michaliszyn, Otop and Wieczorek have used an intermediate technical result of [3] on the length of shortest paths in $\mathbb{Z}$-VASS (VASS whose counters are allowed to take negative values) in any fixed dimension in order to derive optimal algorithms for querying graph databases [35]. Finally, Brázdil et al. have studied the long-run average behaviour of probabilistic extensions of 1-VASS and 2-VASS [5]. They did not give complexity upper bounds for the case of probabilistic 2-VASS, the main reason being that bounds on shortest paths in unary 2-VASS were not known at the time. Moreover, their results crucially rely on the flatness property of 2-VASS for which no bounds existed at the time either. It seems conceivable that the results in this article should, with some efforts, enable obtaining (tight) upper bounds for the problems studied in [5].

## Organization

After fixing the notations in Section 2 and stating the main results in Section 3, we present the two main stages of the proof in Sections 4 and 5, and finish with remarks in Section 6.

Since in terms of computational complexity our focus is on a classification with respect to classes such as NL and PSPACE, most of the constants including exponents are omitted from the stated bounds to aid readability, but there are exceptions such as many of the technical lemmas in Section 5.

## 2 PRELIMINARIES

## General Notation

By $\mathbb{Q}, \mathbb{Z}$ and $\mathbb{N}$ we denote the sets of rationals, integers and naturals (i.e., non-negative integers). We shortly write $\mathbb{Q} \geq 0$ for the set of non-negative rationals and use analogous notations for similarly restricted sets of numbers. For $i, j \in \mathbb{Z}$, we write $[i, j] \stackrel{\text { def }}{=}\{i, i+1, \ldots, j\}$ for the set of all integers between $i$ and $j$ inclusively, and simply $[i]$ for $[1, i]$.

For scalars $\lambda \in \mathbb{Q}$ and $d$-dimensional vectors $\boldsymbol{v}, \boldsymbol{w} \in \mathbb{Q}^{d}$, we use standard notations: $\lambda \boldsymbol{v}$ for scalar multiplication, $\boldsymbol{v} \cdot \boldsymbol{w}$ for dot product, $\boldsymbol{v}+\boldsymbol{w}$ for component-wise sum, $\boldsymbol{v} \leq \boldsymbol{w}$ for component-wise nonstrict order, $\boldsymbol{v}<\boldsymbol{w}$ for component-wise strict order (i.e., strict in at least one component), and $\|\boldsymbol{v}\|$ for the infinity norm (i.e., the maximum absolute value of the components of $\boldsymbol{v}$ ). The componentwise sum is extended to sets $V$ and $W$ of $d$-dimensional vectors as $V+W \stackrel{\text { def }}{=}\{\boldsymbol{v}+\boldsymbol{w}: \boldsymbol{v} \in V, \boldsymbol{w} \in W\}$, and the infinity norm is extended to finite sets of vectors $V$ as $\|V\| \stackrel{\text { def }}{=} \max _{\boldsymbol{v} \in V}\|\boldsymbol{v}\|$, and to matrices $A \in \mathbb{Q}^{m \times n}$ as $\|A\| \stackrel{\text { def }}{=} \max _{i \in[m], j \in[n]}\left|a_{i, j}\right|$.

## Semi-Linear Sets

For $\mathbb{D} \subseteq \mathbb{Q}$ and $P \subseteq \mathbb{Q}^{d}$, the $\mathbb{D}$-cone generated by $P$ is the set of all non-empty linear combinations of elements of $P=\left\{\boldsymbol{p}_{1}, \ldots, \boldsymbol{p}_{n}\right\}$ with coefficients from $\mathbb{D}$ :

$$
\operatorname{cone}_{\mathbb{D}}(P) \stackrel{\text { def }}{=}\left\{\lambda_{1} \boldsymbol{p}_{1}+\cdots+\lambda_{n} \boldsymbol{p}_{\boldsymbol{n}}: \lambda_{1}, \ldots, \lambda_{n} \in \mathbb{D} \text { and } n \geq 1\right\} .
$$

For $B \subseteq \mathbb{Q}^{d}$ and $\mathbb{D}, P$ as above, the hybrid-linear set with coefficients $\mathbb{D}$, basis $B$ and periods $P$ is:

$$
L_{\mathbb{D}}(B, P) \stackrel{\text { def }}{=} B+\operatorname{cone}_{\mathbb{D}}(P) .
$$



Fig. 1. An example 2-VASS.

Linear sets $L_{\mathbb{D}}(\boldsymbol{b}, P)$ are hybrid-linear sets with singleton bases $B=\{\boldsymbol{b}\}$, and semi-linear sets are finite unions of linear sets. When the set of coefficients $\mathbb{D}$ is the set of naturals $\mathbb{N}$, we may omit it from these notations.

## Vector Addition Systems with States

Even though this article is on 2-dimensional VASS, for completeness we introduce general $d$ dimensional VASS, or $d$-VASS for short. A $d$-VASS is given by a finite $\mathbb{Z}^{d}$-labelled directed graph $(Q, T)$, whose vertices $q \in Q$ are called states, and whose edges $(p, z, q)$ are called transitions (here $p, q \in Q$ and $\left.z \in \mathbb{Z}^{d}\right)$. For a transition $t=(p, z, q)$, we define $\|t\| \stackrel{\text { def }}{=}\|z\|$, and $\|T\| \stackrel{\text { def }}{=} \max _{t \in T}\|t\|$.

Transitions of a $d$-VASS $(Q, T)$ give rise to a number of relations between configurations, which consist of a state $q$ and a vector $\boldsymbol{v} \in \mathbb{Z}^{d}$, and are written $q(\boldsymbol{v})$ :

- for a single transition $t=(p, z, q)$, the relation ${\stackrel{t}{\mathbb{Z}^{d}}}$ is between configurations of the forms $p(\boldsymbol{u})$ and $q(\boldsymbol{u}+\boldsymbol{z})$, where $\boldsymbol{u} \in \mathbb{Z}^{d}$, i.e. the transition specifies the source and target states, and its effect is to add the vector $z$;
- for a word (i.e., a finite sequence) $\pi$ of transitions, the relation $\xrightarrow{\pi} \mathbb{Z}^{d}$ is obtained by composing in order the relations for the transitions in $\pi$, which yields a non-empty relation if and only if $\pi$ is a path in the graph $(Q, T)$;
- for a language (i.e., a set of words) $L$ of transitions, the relation $\xrightarrow{L}_{\mathbb{Z}^{d}}$ is obtained as the union of the relations for the words in $L$;
- we write $\stackrel{*}{\rightarrow}_{\mathbb{Z}^{d}}$ for the relation $\xrightarrow{T^{*}} \mathbb{Z}^{d}$, so that $p(\boldsymbol{u}) \xrightarrow{*}_{\mathbb{Z}^{d}} q(\boldsymbol{v})$ if and only if there exists a path $\pi$ from state $p$ to state $q$ and $\boldsymbol{v}=\boldsymbol{u}+\operatorname{effect}(\pi)$, where effect $(\pi)$ is the sum of all the vectors that label the transitions in $\pi$.

We are typically interested in configurations whose vectors belong to some subset $\mathbb{D} \subseteq \mathbb{Z}^{d}$. To make that clear, we write $\mathbb{D}$ as a subscript in the relational notations above, which requires that all configurations have vectors from $\mathbb{D}$. For example, $p(\boldsymbol{u}) \xrightarrow{\pi} q(\boldsymbol{v})$ means that the path $\pi$ leads from configuration $p(\boldsymbol{u})$ to configuration $q(\boldsymbol{v})$, and that $\boldsymbol{u}$, the vector of every intermediate configuration and $\boldsymbol{v}$ all belong to the set $\mathbb{D}$. In such cases, we say that $\pi$ gives rise to (or shortly, is) a $\mathbb{D}$-run from $\boldsymbol{u}$ to $\boldsymbol{v}$. We remark that $\boldsymbol{u}$ and $\pi$ determine $q$ and all the remaining configurations in the $\mathbb{D}$-run, up to and including $q(\boldsymbol{v})$.

When the set $\mathbb{D}$ is omitted, it is understood to be $\mathbb{N}^{d}$. That is the default restriction for $d$-VASS: their runs are $\mathbb{N}^{d}$-runs, which means that the vectors of all configurations (source, intermediate and target) have all components non-negative. We say that a path $\pi$ is admissible from a vector $\boldsymbol{u} \in \mathbb{N}^{d}$ if and only if it gives rise to a run from $\boldsymbol{u}$, i.e. performing the transitions of $\pi$ starting from $\boldsymbol{u}$ does not cause any vector component to become negative.

For instance, in the 2 -VASS depicted in Figure 1 , we have both $p(0,0) \xrightarrow{t_{1} t_{1} t_{2} t_{3}} \mathbb{Z}^{2} p(1,1)$ and $p(0,0) \xrightarrow{t_{1} t_{2} t_{3} t_{1}} \mathbb{Z}^{2} p(1,1)$. However, the former expression is admissible from $(0,0)$ but the latter is not, and so $p(0,0) \xrightarrow{t_{1} t_{1} t_{2} t_{3}} p(1,1)$ holds but $p(0,0) \xrightarrow{t_{1} t_{2} t_{3} t_{1}} p(1,1)$ does not.

## Linear Path Schemes

Suppose ( $Q, T$ ) is a $d$-VASS. The notions of path and cycle have standard meanings in the context of the directed graph $(Q, T)$. More precisely, a path is a sequence $\pi=t_{1} \cdots t_{n}$, where each $t_{i}=$ $\left(p_{i}, z_{i}, q_{i}\right)$ is a transition from $T$, that satisfies $q_{i}=p_{i+1}$ for every $i \in[n-1]$. Such a path $\pi$ is a cycle if $q_{n}=p_{1}$. By a linear path scheme (for short, $L P S$ ), we mean a regular expression of the form

$$
\Lambda=\alpha_{0} \beta_{1}^{*} \alpha_{1} \cdots \beta_{k}^{*} \alpha_{k},
$$

where each $\alpha_{i}$ is a path, each $\beta_{j}$ is a cycle, and $\alpha_{0} \beta_{1} \alpha_{1} \cdots \beta_{k} \alpha_{k}$ is a path. A consequence of those restrictions is that each word in the language $\Lambda$ is also a path; they differ in the numbers of times (possibly 0 ) that the cycles $\beta_{j}$ are performed.

We write $\operatorname{cycles}(\Lambda) \stackrel{\text { def }}{=}\left\{\beta_{1}, \ldots, \beta_{k}\right\}$ for the set of cycles of $\Lambda,|\Lambda|_{*} \stackrel{\text { def }}{=} k$ for their number, $|\Lambda| \stackrel{\text { def }}{=}$ $\left|\alpha_{0} \beta_{1} \alpha_{1} \cdots \beta_{k} \alpha_{k}\right|$ for the length of $\Lambda$ which is the length of the underlying path, and $\|\Lambda\|$ for the maximum of the norms of the vectors that occur in the underlying path.

## The Reachability Problem

For a $d$-VASS $V=(Q, T)$, we call $\stackrel{*}{\rightarrow}_{\mathbb{Z}^{d}}$ the $\mathbb{Z}$-reachability relation (where there is no restriction on the vectors), and $\xrightarrow{*}\left(\right.$ i.e., $\stackrel{*}{\rightarrow}_{\mathbb{N}^{d}}$ ) the reachability relation. The reachability problem is then:

Given a $d$-VASS $\mathcal{V}$ and two configurations $p(\boldsymbol{u})$ and $q(\boldsymbol{v})$, is $q(\boldsymbol{v})$ reachable from $p(\boldsymbol{u})$ (i.e., is it the case that $p(\boldsymbol{u}) \xrightarrow{*} q(\boldsymbol{v})$ )?

When considering complexity, we distinguish between two cases depending on whether the integers in the transition labels of $\mathcal{V}$ and in $\boldsymbol{u}$ and $\boldsymbol{v}$ are given in unary or binary.
Unary: The size of $\mathcal{V}$ is $|\mathcal{V}|_{1} \stackrel{\text { def }}{=}|Q|+d \cdot|T| \cdot\|T\|+1$, the size of $\boldsymbol{u}$ is $|\boldsymbol{u}|_{1} \stackrel{\text { def }}{=} d \cdot\|\boldsymbol{u}\|$, and analogously for $v$.
Binary: The size of $\mathcal{V}$ is $|\mathcal{V}|_{2} \stackrel{\text { def }}{=}|Q|+d \cdot|T| \cdot\lceil\log (\|T\|+1)\rceil+1$, the size of $\boldsymbol{u}$ is $|\boldsymbol{u}|_{2} \stackrel{\text { def }}{=} d \cdot\lceil\log (\|\boldsymbol{u}\|+1)\rceil$, and analogously for $\boldsymbol{v}$.

## 3 OVERVIEW OF THE MAIN RESULTS

To obtain the crowning achievements of this article, namely the NL or PSPACE upper bounds on the complexity of the reachability problem for 2-dimensional VASS depending on whether the numbers in the input are encoded in unary or binary (respectively), we prove two main theorems. The first one says that 2-VASS can be flattened with small linear path schemes, and the second one that short reachability witnesses can be obtained from such a flattening. Before stating these two contributions formally, let us briefly explain what we mean by 'flattening' and 'reachability witness'.

Consider the 2-VASS depicted in Figure 1. The set of all paths from state $p$ to state $q$ is described by the regular expression $r=t_{1}^{*} t_{2}\left(t_{3} t_{1}^{*} t_{2}\right)^{*}$. Such an expression can be valuable to determine whether $q(\boldsymbol{v})$ is reachable from $p(\boldsymbol{u})$ for some given $\boldsymbol{u}, \boldsymbol{v} \in \mathbb{N}^{2}$. However, the nested Kleene stars in $r$ complicate this task. Fortunately, $r$ can be flattened due to a simple observation: if a path allows us to reach $q(\boldsymbol{v})$ from $p(\boldsymbol{u})$, then it can be reordered into a path where all occurrences of $t_{1}$ are at the beginning. This holds because effect $\left(t_{1}\right) \geq \mathbf{0}$ and because executing non-negative transitions earlier can only help. Therefore, if we are interested in reachability from state $p$ to state $q$, then it suffices to examine the runs induced by paths from the linear path scheme $\Lambda=t_{1}^{*} t_{2}\left(t_{3} t_{2}\right)^{*}$. In other words,

$$
\begin{equation*}
p(\boldsymbol{u}) \xrightarrow{*} q(\boldsymbol{v}) \quad \text { if, and only if, } p(\boldsymbol{u}) \xrightarrow[t_{1}^{x} t_{2}\left(t_{3} t_{2}\right)^{y}]{ } q(\boldsymbol{v}) \text { for some } x, y \in \mathbb{N} \text {. } \tag{1}
\end{equation*}
$$

Determining whether the right-hand side of (1) holds is not immediate, but it is a simpler task, e.g. it can be done by solving a well-chosen system of linear Diophantine inequalities. Moreover,
a careful analysis shows that if a solution $(x, y)$ exists, then there exists a solution whose norm is polynomial in terms of $\|\boldsymbol{u}\|$ and $\|\boldsymbol{v}\|$. This implies that reachability from $p(\boldsymbol{u})$ to $q(\boldsymbol{v})$ can be witnessed by a short path.

In general, the structure of a VASS can be much more complicated than the one depicted in Figure 1, e.g., there can be nested cycles where no cycle is non-negative. Thus, it is not even clear whether reachability can always be captured by (small) linear path schemes. As we shall see, it is in fact always the case for 2-VASS. More precisely, our first main result will be:

Theorem 3.1. For every 2-VASS $\mathcal{V}=(Q, T)$, there exists a set $S$ of LPSs such that
$(1) \xrightarrow{*}=\xrightarrow{\cup S}$, and
(2) every linear path scheme in $S$ has $O\left(|Q|^{2}\right)$ many cycles and length $|\mathcal{V}|_{1}^{O(1)}$.

We shall then bound the number of times each cycle of a linear path scheme must be traversed to witness reachability, which will allow us to derive the second main result:

Theorem 3.2. For every 2-VASS $\mathcal{V}$, if $p(\boldsymbol{u}) \xrightarrow{*} q(\boldsymbol{v})$, then $p(\boldsymbol{u}) \xrightarrow{\pi} q(\boldsymbol{v})$ for a path $\pi$ of length $\left(|\mathcal{V}|_{1}+\|\boldsymbol{u}\|+\|\boldsymbol{v}\|\right)^{O(1)}$.

Two remarks are in order:

- In Theorem 3.1, the set $S$ is necessarily finite since the lengths of its members are bounded.
- Like in other statements in this article where $O(1)$ replaces explicit exponents, they are constant and do not depend on the 2-VASS under consideration.

Corollary 3.3. The 2-VASS reachability problem is NL-complete under unary encoding and PSPACE-complete under binary encoding.

Proof. Under unary encoding, we have by Theorem 3.2 that polynomially long reachability witnesses always exist, so logarithmic space suffices for a nondeterministic algorithm that guesses and checks such a witness by storing at most one transition at a time (cf. [39, proof of Theorem 3.5]). The problem is NL-hard by an immediate reduction from reachability in directed graphs [36, Theorem 16.2].

Under binary encoding, since $2^{|\mathcal{V}|_{2}+|\boldsymbol{u}|_{2}+|\boldsymbol{v}|_{2}} \geq|\mathcal{V}|_{1}+\|\boldsymbol{u}\|+\|\boldsymbol{v}\|$, we have by Theorem 3.2 that exponentially long reachability witnesses always exist, so polynomial space suffices for a nondeterministic algorithm as before. The problem is PSPACE-hard by a straightforward logarithmic-space reduction from the reachability problem for bounded one-counter automata [14]: the latter are essentially 1 -VASS in which the counter $x$ is restricted to a given range $[0, B]$, and can be simulated by 2 -VASS that have a second counter that maintains the value $B-x$.

In the remainder, we focus on proving Theorem 3.1 in Section 4, and Theorem 3.2 in Section 5. An initial depiction of the structures of those proofs can be found in Figure 2. Generally speaking, our results are obtained in a bottom-up fashion. At the basis, we analyze very subtle yet crucial properties of semi-linear sets. We also develop bounds on linear path schemes for restricted classes and variants of 2-VASS, namely 1-VASS, 2-VASS with restrictions on the domains of the counters, and $\mathbb{Z}$-VASS (i.e., VASS where we use $\stackrel{*}{\rightarrow}$ as reachability relation). Those preliminary results are then pieced together to obtain Theorem 3.1 which is then used to prove Theorem 3.2.

## 4 FLATTABILITY: THEOREM 3.1

In this section, we will prove Theorem 3.1 which we recall from Section 3:
Theorem 3.1. For every 2 -VASS $\mathcal{V}=(Q, T)$, there exists a set $S$ of LPSs such that


Fig. 2. Overview of the proofs of Theorems 3.1 and 3.2. An arrow from node $u$ to node $v$ indicates that results on $u$ are used to prove results on $v$. The colored nodes hide more detailed lemmas on the respective topics and are unfolded in subsequent Figures 4 and 10.
(1) $\xrightarrow{*}=\xrightarrow{\cup S}$, and
(2) every linear path scheme in $S$ has $O\left(|Q|^{2}\right)$ many cycles and length $|\mathcal{V}|_{1}^{O(1)}$.

Instead of directly constructing linear path schemes for arbitrary runs, we will consider three restricted types of runs: (1) runs staying close to the axes, (2) cyclic runs starting and ending far from the axes, and (3) runs staying far from the axes. Here, close and far refer to whether counter values exceed a threshold $D$. These three types of runs are depicted in Figure 3 where $D=5$. We will show that runs of each of these types can be captured by small linear path schemes. The proof of Theorem 3.1 will follow by observing that any run of a 2-VASS can be decomposed into polynomially many runs of the three types for a suitable threshold $D$.

This section is divided into two subsections. In the first subsection, we will prove the following proposition concerning flattening of runs of type 1 :

Proposition 4.1. Let $D \in \mathbb{N}$ and $\mathbb{L}=([0, D] \times \mathbb{N}) \cup(\mathbb{N} \times[0, D])$. For every 2-VASS $\mathcal{V}=(Q, T)$, there exists a finite set $S$ of LPSs such that $\xrightarrow{*} \mathbb{L} \subseteq \cup_{\mathbb{N}^{2}}$, and $|\Lambda| \leq(|Q|+\|T\|+D)^{O(1)}$ and $|\Lambda|_{*} \leq 2$ for every $\Lambda \in S$.

In the second subsection, we will prove the following proposition concerning flattening of runs of types 2 and 3:

Proposition 4.2. For every 2-VASS $\mathcal{V}=(Q, T)$, there exist $\mathbb{O}=[D, \infty)^{2}$ and finite sets $S, S^{\prime}$ of LPSs such that $D \leq(|Q|+\|T\|)^{O(1)}$, and
(a) $q(\boldsymbol{u}) \xrightarrow{*} \mathbb{N}^{2} q(\boldsymbol{v})$ if and only if $q(\boldsymbol{u}) \xrightarrow{\cup S} \mathbb{N}^{2} q(\boldsymbol{v})$ for every $q \in Q, \boldsymbol{u}, \boldsymbol{v} \in \mathbb{O}$, and $|\Lambda| \leq$ $(|Q|+\|T\|)^{O(1)}$ and $|\Lambda|_{*} \leq 2$ for every $\Lambda \in S$;
(b) $\xrightarrow{*}_{\mathbb{O}} \subseteq \xrightarrow{\cup S^{\prime}} \mathbb{N}^{2}$, and $|\Lambda| \leq(|Q|+\|T\|)^{O(1)}$ and $|\Lambda|_{*} \leq 2 \cdot|Q|$ for every $\Lambda \in S^{\prime}$.
(1)

(2)

(3)


Fig. 3. Example of the three types of runs. (1) top: run staying close to at least one axis, i.e., running high on at most one component at a time; (2) bottom-left: run from $q$ to $q$ starting and ending sufficiently high; (3) bottom-right: run staying sufficiently high.


Fig. 4. Overview of the proof of Theorem 3.1. Each node labeled by $x$ corresponds to Proposition, Theorem, Lemma or Corollary $x$. An arrow from node $u$ to node $v$ indicates that $u$ is used in the proof of $v$. Each colored region corresponds to a theme which is depicted under the same color in the general overview of Figure 2. The order in which the five themes are presented are numbered from (i) to (v).

The structure of the proof of Theorem 3.1 is depicted in Figure 4. Before diving into the involved proofs of Propositions 4.1 and 4.2, let us immediately see how Theorem 3.1 follows from them:

Proof of Theorem 3.1. Let $\mathcal{V}=(Q, T)$ be a 2 -VASS and let $D$ be the constant from Proposition 4.2 for $\mathcal{V}$. Let

$$
\begin{align*}
& \mathbb{L} \stackrel{\text { def }}{=}([0, D+\|T\|] \times \mathbb{N}) \cup(\mathbb{N} \times[0, D+\|T\|]), \text { and }  \tag{2}\\
& \mathbb{O} \stackrel{\text { def }}{=}[D, \infty)^{2} . \tag{3}
\end{align*}
$$

The regions $\mathbb{L}$ and $\mathbb{O}$ are depicted respectively in blue and green in Figure 5.
Let $R_{\mathbb{L}}, R_{\mathbb{O}}$ and $R_{\odot}^{\prime}$ be the sets of linear path schemes obtained for $\mathcal{V}$ respectively from Proposition 4.1, Proposition 4.2 (a) and Proposition 4.2 (b). We claim that the following set $S$ satisfies the claim made in the theorem:

$$
S \stackrel{\text { def }}{=} \bigcup_{0 \leq h \leq|Q|}\left\{\sigma_{0} \Lambda_{1} \sigma_{1} \cdots \Lambda_{h} \sigma_{h}: \sigma_{0}, \sigma_{1}, \ldots, \sigma_{h} \in R_{\mathbb{L}} \cup R_{\mathbb{O}}^{\prime}, \Lambda_{1}, \Lambda_{2}, \ldots, \Lambda_{h} \in R_{\mathbb{O}}\right\}
$$

In other words, $S$ is made of linear path schemes obtained by concatenating alternatingly at most $2 \cdot|Q|+1$ linear path schemes from $R_{\mathbb{L}} \cup R_{\mathbb{O}}^{\prime}$ and $R_{\mathbb{O}}$.

Let us first prove that $\xrightarrow{*}=\xrightarrow{\cup S}$. Let $p(\boldsymbol{u}), q(\boldsymbol{v}) \in \mathbb{N}^{2}$ be such that $p(\boldsymbol{u}) \xrightarrow{*}_{\mathbb{N}^{2}} q(\boldsymbol{v})$. There exist $k \in \mathbb{N}, t_{1}, t_{2}, \ldots, t_{k} \in T$ and $q_{0}\left(\boldsymbol{u}_{0}\right), q_{1}\left(\boldsymbol{u}_{1}\right), \ldots, q_{k}\left(\boldsymbol{u}_{k}\right) \in Q \times \mathbb{N}^{2}$ such that

$$
\begin{equation*}
p(\boldsymbol{u})=q_{0}\left(\boldsymbol{u}_{0}\right) \xrightarrow{t_{1}} \mathbb{N}^{2} q_{1}\left(\boldsymbol{u}_{1}\right) \cdots \xrightarrow{t_{k}} \mathbb{N}^{2} q_{k}\left(\boldsymbol{u}_{k}\right)=q(\boldsymbol{v}) . \tag{4}
\end{equation*}
$$

Intuitively, we decompose run (4) in terms of configurations whose vectors lie in $\mathbb{L} \cap \mathbb{O}$. First, we consider the smallest index $i$ such that $\boldsymbol{u}_{i} \in \mathbb{L} \cap \mathbb{O}$ and the largest $j>i$ such that $q_{j}=q_{i}$ and $\boldsymbol{u}_{j} \in \mathbb{L} \cap \mathbb{O}$. The path from $p(\boldsymbol{u})$ to $q_{i}\left(\boldsymbol{u}_{i}\right)$ can be replaced by a path of $R_{\mathbb{L}}$ or $R_{\mathbb{O}}^{\prime}$ since it remains entirely in $\mathbb{L}$ if $\boldsymbol{u} \in \mathbb{L}$, or entirely in $\mathbb{O}$ if $\boldsymbol{u} \in \mathbb{O}$. The path from $q_{i}\left(\boldsymbol{u}_{i}\right)$ to $q_{j}\left(\boldsymbol{u}_{j}\right)$ can be replaced by a path of $R_{\mathbb{O}}$, since $q_{i}=q_{j}$ and $\boldsymbol{u}_{i}, \boldsymbol{u}_{j} \in \mathbb{O}$. This process is repeated iteratively with the next index $i^{\prime}>j$ such that $\boldsymbol{u}_{i^{\prime}} \in \mathbb{L} \cap \mathbb{O}$, until all states have been considered.

More formally, let $I \stackrel{\text { def }}{=}\left\{i \in[0, k]: \boldsymbol{u}_{i} \in \mathbb{L} \cap \mathbb{O}\right\}$, let next $: I \rightarrow I$ be such that

$$
\operatorname{next}(i) \stackrel{\operatorname{def}}{=} \begin{cases}\min \{j \in I: j>i\} & \text { if } i<\max (I) \\ i & \text { otherwise }\end{cases}
$$

and let $\ell: I \rightarrow I$ be such that $\ell(i) \stackrel{\text { def }}{=} \max \left\{j \in I: q_{j}=q_{i}\right\}$.
By a pigeonhole argument, there exist $0 \leq h \leq|Q|, i_{1}, i_{2}, \ldots, i_{h} \in I$ and $\mathbb{C}_{0}, \mathbb{C}_{1}, \ldots, \mathbb{C}_{h} \in\{\mathbb{L}, \mathbb{O}\}$ such that

$$
\begin{aligned}
& q_{0}\left(\boldsymbol{u}_{0}\right) \xrightarrow{*} \mathbb{C}_{0} q_{i_{1}}\left(\boldsymbol{u}_{i_{1}}\right) \xrightarrow{*} \mathbb{N}^{2} q_{\ell\left(i_{1}\right)}\left(\boldsymbol{u}_{\ell\left(i_{1}\right)}\right) \xrightarrow{*} \mathbb{C}_{1} q_{i_{2}}\left(\boldsymbol{u}_{i_{2}}\right) \xrightarrow{*} \mathbb{N}^{2} q_{\ell\left(i_{2}\right)}\left(\boldsymbol{u}_{\ell\left(i_{2}\right)}\right) \\
& \cdots \xrightarrow{*} \mathbb{C}_{h-1} q_{i_{h}}\left(\boldsymbol{u}_{i_{h}}\right) \xrightarrow{*} \mathbb{N}^{2} q_{\ell\left(i_{h}\right)}\left(\boldsymbol{u}_{\ell\left(i_{h}\right)}\right) \xrightarrow{*} \mathbb{C}_{h} q_{k}\left(\boldsymbol{u}_{k}\right),
\end{aligned}
$$

and $i_{x+1}=\operatorname{next}\left(\ell\left(i_{x}\right)\right)$ for every $1 \leq x<h$. We illustrate this decomposition in Figure 5. Note that $q_{i_{x}}=q_{\ell\left(i_{x}\right)}$ and $\boldsymbol{u}_{i_{x}}, \boldsymbol{u}_{\ell\left(i_{x}\right)} \in \mathbb{O}$ for every $1 \leq x \leq h$. Therefore, by Proposition 4.2 (a), we have

$$
q_{i_{x}}\left(\boldsymbol{u}_{i_{x}}\right) \xrightarrow{\cup R_{0}} \mathbb{N}^{2} q_{\ell\left(i_{x}\right)}\left(\boldsymbol{u}_{\ell\left(i_{x}\right)}\right) \text { for every } 1 \leq x \leq h .
$$

Together with Proposition 4.1 and Proposition 4.2 (b), we obtain

$$
p(\boldsymbol{u}) \xrightarrow{\left(R_{\mathbb{L}} \cup R_{\mathrm{O}}^{\prime}\right) R_{0}\left(R_{\mathbb{L}} \cup R_{\mathrm{O}}^{\prime}\right) \cdots R_{0}\left(R_{\mathbb{I}} \cup R_{0}^{\prime}\right)} \mathbb{N}^{2} q(\boldsymbol{v}),
$$

which in turn implies $p(\boldsymbol{u}) \xrightarrow{\cup S} \mathbb{N}^{2} q(\boldsymbol{v})$ since $h \leq|Q|$.


Fig. 5. Example of the decomposition described in the proof of Theorem 3.1. Configurations corresponding to $I=\{3,5,6,8,9,11,12\}$ are marked by squares; regions $\mathbb{L}$ and $\mathbb{O}$, defined in (2) and (3), are respectively colored in $\square$ and $\square$ (their intersection appears in a mix of both colors); each run $q_{i_{x}}\left(\boldsymbol{u}_{i_{x}}\right) \xrightarrow{*}{ }_{\mathbb{N}^{2}} q_{i_{x+1}}\left(\boldsymbol{u}_{i_{x+1}}\right)$ is colored in $\square$; and the remaining runs are colored in $\square$. Here, $h=3, C_{0}=C_{1}=C_{3}=\mathbb{O}, C_{2}=\mathbb{L}, i_{1}=3$, $\ell\left(i_{1}\right)=6, i_{2}=\ell\left(i_{2}\right)=8, i_{3}=9$ and $\ell\left(i_{3}\right)=12$.

It remains to show that $S$ satisfies the required bounds. Let $\Lambda \in S$. By definition of $S$ and by Propositions 4.1 and 4.2 , we have

$$
\begin{aligned}
|\Lambda| & \leq(|Q|+1) \cdot \max \left\{|\Lambda|: \Lambda \in R_{\mathbb{L}} \cup R_{\mathbb{O}}^{\prime}\right\}+|Q| \cdot \max \left\{|\Lambda|: \Lambda \in R_{\mathbb{O}}\right\} \\
& \leq(|Q|+1) \cdot(|Q|+\|T\|+D)^{O(1)}+|Q| \cdot(|Q|+\|T\|)^{O(1)} \\
& \leq(|Q|+\|T\|)^{O(1)}
\end{aligned}
$$

and

$$
\begin{aligned}
|\Lambda|_{*} & \leq(|Q|+1) \cdot \max \left\{|\Lambda|_{*}: \Lambda \in R_{\mathbb{L}} \cup R_{\mathbb{O}}^{\prime}\right\}+|Q| \cdot \max \left\{|\Lambda|_{*}: \Lambda \in R_{\mathbb{O}}\right\} \\
& \leq(|Q|+1) \cdot(2 \cdot|Q|)+|Q| \cdot 2 \\
& \leq 6 \cdot|Q|^{2}
\end{aligned}
$$

### 4.1 2-VASS Reachability Near the Axes

The proof strategy of Proposition 4.1 is as follows. Any run of a 2-VASS that remains close to the axes can be decomposed into polynomially many runs, each staying close to one axis as illustrated in Figure 6. Each run staying close to one axis has a bounded counter, and hence is essentially a run of an underlying 1-VASS. Therefore, it suffices to show that every 1-VASS can be flattened with small linear path schemes which can be lifted back to 2-VASS.
4.1.1 Flattening 1-VASS. While 1-VASS are known to be flattable [29, 42], here we show a stronger result: 1-VASS can be flattened through small linear path schemes. More formally, we prove the following:

Proposition 4.3. For every 1-VASS $\mathcal{V}=(Q, T)$, there exists a finite set $S$ of LPSs such that $\stackrel{*}{\mathbb{N}} \xrightarrow{\cup S}_{\mathbb{N}}$, and $|\Lambda| \leq(|Q|+\|T\|)^{O(1)}$ and $|\Lambda|_{*} \leq 1$ for every $\Lambda \in S$.


Fig. 6. Examples of 2-VASS runs staying close to a single axis.

We prove Proposition 4.3 as follows. First, we recall a lemma of Valiant and Paterson concerning the flattening of 1 -VASS with $\pm 1$ updates. Then, we use this lemma to bound paths witnessing reachability in such 1-VASS. Finally, we lift these results to 1 -VASS without any assumption on $\|T\|$.

Lemma 4.4 ([42, Lemma 2]). Let $\mathcal{V}=(Q, T)$ be a 1 -VASS such that $\|T\| \leq 1$, and let $p(u), q(v) \in$ $Q \times \mathbb{N}$. If $p(u) \xrightarrow{*}_{\mathbb{N}} q(v)$ and $|v-u| \geq|Q|+|Q|^{2}$, then there exist $\alpha, \beta, \gamma \in T^{*}$ and $i \in \mathbb{N}_{>0}$ such that

- $p(u) \xrightarrow{\alpha \beta^{i} \gamma} \mathbb{N}^{\mathbb{N}} q(v)$,
- $\alpha \beta^{*} \gamma$ is a linear path scheme,
- $|\alpha \gamma|<|Q|^{2}$ and $1 \leq|\beta|,|e f f e c t(\beta)| \leq|Q|$.

Lemma 4.5. Let $\mathcal{V}=(Q, T)$ be a 1 -VASS such that $\|T\| \leq 1$, and let $p(u), q(v) \in Q \times \mathbb{N}$. If $p(u) \xrightarrow{*}_{\mathbb{N}} q(v)$, then $p(u) \xrightarrow{\pi} \mathbb{N} q(v)$ for some path $\pi$ such that $|\pi| \leq O\left(|Q|^{3}\right)+|v-u| \cdot|Q|$.

Proof. Let $D \stackrel{\text { def }}{=}|v-u|$. Let us first consider the case where $D \geq|Q|+|Q|^{2}$. By Lemma 4.4, there exist $\alpha, \beta, \gamma \in T^{*}$ and $i \in \mathbb{N}_{>0}$ such that

- $p(u) \xrightarrow{\alpha \beta^{i} \gamma} \mathbb{\mathbb { N }} q(v)$,
- $\alpha \beta^{*} \gamma$ is a linear path scheme,
- $|\alpha \gamma|<|Q|^{2}$ and $1 \leq|\beta|$, $\mid$ effect $(\beta)|\leq|Q|$.

Since $\|T\| \leq 1$ and $1 \leq|\operatorname{effect}(\beta)| \leq|Q|$, we have $i \leq D+|\alpha \gamma|$. We are done since

$$
\begin{aligned}
\left|\alpha \beta^{i} \gamma\right| & <|Q|^{2}+i \cdot|Q| \\
& \leq|Q|^{2}+(D+|\alpha \gamma|) \cdot|Q| \\
& \leq|Q|^{2}+\left(D+|Q|^{2}\right) \cdot|Q| \\
& \leq 2 \cdot|Q|^{3}+D \cdot|Q| .
\end{aligned}
$$

Let us now consider the case where $D<|Q|+|Q|^{2}$. Assume $p(u) \xrightarrow{*} \mathbb{N} q(v)$, and let $\pi$ be a minimal path such that $p(u) \xrightarrow{\pi} q(v)$. If every configuration $r(w)$ along the run induced by $\pi$ is such that $|w-v|<2 \cdot\left(|Q|+|Q|^{2}\right)$, then by minimality of $|\pi|$ we have $|\pi| \leq 4 \cdot\left(|Q|+|Q|^{2}\right) \cdot|Q|$, and hence we are done. Therefore, there exists an intermediate configuration $r(w)$ such that $|w-v|=2 \cdot\left(|Q|+|Q|^{2}\right)$.


Fig. 7. Example of the transformation of transition $t=(p,-z, q)$ into an equivalent sequence of transitions of norm at most 1.

We have:

$$
\begin{aligned}
|Q|+|Q|^{2} & <|w-v|-|v-u| & & \left(\text { by }|w-v|=2 \cdot\left(|Q|+|Q|^{2}\right) \text { and }|v-u|<|Q|+|Q|^{2}\right) \\
& \leq|w-u| & & \text { (by the triangle inequality) } \\
& \leq|w-v|+|v-u| & & \\
& <3 \cdot\left(|Q|+|Q|^{2}\right) & & \left(\text { by }|w-v|=2 \cdot\left(|Q|+|Q|^{2}\right) \text { and }|v-u|<|Q|+|Q|^{2}\right) .
\end{aligned}
$$

Let $\pi_{1}$ and $\pi_{2}$ be minimal paths such that $p(u) \xrightarrow{\pi_{1}} \mathbb{N} r(w) \xrightarrow{\pi_{2}} \mathbb{N} q(v)$. Since $|w-u| \geq|Q|+|Q|^{2}$ and $|v-w| \geq|Q|+|Q|^{2}$, the first case considered in this proof holds from $p(u)$ to $r(w)$, and from $r(w)$ to $q(v)$. Therefore, $\left|\pi_{1}\right| \leq 2 \cdot|Q|^{3}+|w-u| \cdot|Q|$ and $\left|\pi_{2}\right| \leq 2 \cdot|Q|^{3}+|v-w| \cdot|Q|$, and hence

$$
\begin{aligned}
|\pi| & \leq\left|\pi_{1}\right|+\left|\pi_{2}\right| \\
& \leq\left(2 \cdot|Q|^{3}+|w-u| \cdot|Q|\right)+\left(2 \cdot|Q|^{3}+|v-w| \cdot|Q|\right) \\
& \leq\left(2 \cdot|Q|^{3}+3 \cdot\left(|Q|+|Q|^{2}\right) \cdot|Q|\right)+\left(2 \cdot|Q|^{3}+2 \cdot\left(|Q|+|Q|^{2}\right) \cdot|Q|\right) \\
& =9 \cdot|Q|^{3}+5 \cdot|Q|^{2} \\
& \leq 14 \cdot|Q|^{3} .
\end{aligned}
$$

We may now prove Proposition 4.3:
Proof of Proposition 4.3. We construct a 1 -VASS $\mathcal{V}^{\prime}=\left(Q^{\prime}, T^{\prime}\right)$ with $\pm 1$ updates that mimics the behavior of $\mathcal{V}$. This will allow us to apply Lemmas 4.4 and 4.5 to $\mathcal{V}^{\prime}$. Each transition $t=$ $\left(q, z, q^{\prime}\right) \in T$ is associated to a sequence of $|z|+2$ transitions of $\mathcal{V}^{\prime}$, of which $|z|$ transitions increment or decrement the counter depending on whether $z$ is positive or not. This transformation is illustrated in Figure 7.

For every $z \in \mathbb{Z}$, let $\operatorname{sign}(z) \stackrel{\text { def }}{=} 1$ if $z \geq 0$ and $\operatorname{sign}(z) \stackrel{\text { def }}{=}-1$ if $z<0$. Formally, $\mathcal{V}^{\prime}$ is defined as follows:

$$
\begin{aligned}
Q^{\prime} & \stackrel{\text { def }}{=} Q \cup\left\{t_{i}: t=(p, z, q) \in T, 0 \leq i \leq|z|\right\} \\
T^{\prime} \stackrel{\text { def }}{=} & \left\{\left(p, 0, t_{0}\right): t=(p, z, q) \in T\right\} \cup \\
& \left\{\left(t_{\mid z}, 0, q\right): t=(p, z, q) \in T\right\} \cup \\
& \left\{\left(t_{i}, \operatorname{sign}(z), t_{i+1}\right): t=(p, z, q) \in T, 0 \leq i<|z|\right\} .
\end{aligned}
$$

Let us define the morphism $h: T \rightarrow\left(T^{\prime}\right)^{*}$ such that for every $t=(p, z, q) \in T$,

$$
h(t) \stackrel{\text { def }}{=}\left(p, 0, t_{0}\right) \cdot\left(\prod_{i=1}^{|z|}\left(t_{i-1}, \operatorname{sign}(z), t_{i}\right)\right) \cdot\left(t_{|z|}, 0, q\right) .
$$

It is readily seen that the image of a run of $\mathcal{V}$ under $h$ is a run of $\mathcal{V}^{\prime}$. In more details, it can be shown that:
(1) $|h(t)| \leq\|T\|+2$ for every $t \in T$,
(2) if $p(u) \xrightarrow{\pi}_{\mathbb{N}} q(v)$ in $\mathcal{V}$, then $p(u) \xrightarrow{h(\pi)} \mathbb{N} q(v)$ in $V^{\prime}$, and
(3) if $p(u) \xrightarrow{\pi^{\prime}} \mathbb{N} q(v)$ in $V^{\prime}$ and $p, q \in Q$, then there exists a unique path $\pi \in T^{*}$ such that $\pi^{\prime}=h(\pi)$ and $p(u) \xrightarrow{\pi} \mathbb{N} q(v)$ in $\mathcal{V}$.
For every $p(u), q(v) \in Q \times \mathbb{N}$ and $\pi^{\prime} \in\left(T^{\prime}\right)^{*}$ such that $p(u) \xrightarrow{\pi^{\prime}} \mathbb{N}^{\mathbb{N}} q(v)$ in $\mathcal{V}^{\prime}$, we write $h^{-1}\left(\pi^{\prime}\right)$ to denote the unique $\pi \in T^{*}$ given by (3). Note that $\pi^{\prime}$ is a cycle in $\mathcal{V}^{\prime}$ if and only if $h^{-1}\left(\pi^{\prime}\right)$ is a cycle in $\mathcal{V}$.

We claim that whenever $p(u) \xrightarrow{*} \mathbb{N} q(v)$ in $\mathcal{V}$, there exists a linear path scheme $\Lambda \subseteq T^{*}$ such that $p(u) \xrightarrow{\Lambda} \mathbb{N} q(v)$ in $\mathcal{V}$, and $|\Lambda| \leq(|Q|+\|T\|)^{O(1)}$. Since there are only finitely many such linear path schemes, the validity of the claim completes the proof. Let $D \stackrel{\text { def }}{=}\left|Q^{\prime}\right|+\left|Q^{\prime}\right|^{2}$ and assume that $p(u) \xrightarrow{*}_{\mathbb{N}} q(v)$ in $\mathcal{V}$. By (2), we have $p(u) \stackrel{*}{\rightarrow}_{\mathbb{N}} q(v)$ in $\mathcal{V}^{\prime}$. We prove the claim by making a case distinction on whether $|u-v| \leq D$ or not.

Case 1: $|u-v| \leq D$. By Lemma 4.5, we have $p(u){\xrightarrow{\pi^{\prime}}}_{\mathbb{N}} q(v)$ in $V^{\prime}$ for some $\pi^{\prime} \in\left(T^{\prime}\right)^{*}$ such that $\left|\pi^{\prime}\right| \leq O\left(\left|Q^{\prime}\right|^{3}\right)+D \cdot\left|Q^{\prime}\right|$. We set $\Lambda \stackrel{\text { def }}{=} h^{-1}\left(\pi^{\prime}\right)$. By (3), $p(u) \xrightarrow{\Lambda} \mathbb{N}^{\mathbb{N}} q(v)$ in $\mathcal{V}$. Moreover,

$$
|\Lambda| \leq\left|\pi^{\prime}\right| \leq O\left(\left|Q^{\prime}\right|^{3}\right)+D \cdot\left|Q^{\prime}\right| \leq(|Q|+\|T\|+D)^{O(1)} \leq(|Q|+\|T\|)^{O(1)}
$$

Case 2: $|u-v|>D$. By Lemma 4.4, there exist $\alpha, \gamma, \beta \in\left(T^{\prime}\right)^{*}$ and some $i \in \mathbb{N}_{>0}$ such that

- $p(u) \xrightarrow{\alpha(\beta)^{i} \gamma} \mathbb{N} q(v)$ in $V^{\prime}$,
- $\alpha \beta^{*} \gamma$ is a linear path scheme,
- $|\alpha \gamma|<\left|Q^{\prime}\right|^{2}$ and $|\beta| \leq\left|Q^{\prime}\right|$.

Let $q^{\prime} \in Q^{\prime}$ be the first state of $\beta$. If $q^{\prime} \in Q$, then $\alpha, \beta$ and $\gamma$ are paths of $\mathcal{V}^{\prime}$ respectively from $p$ to $q^{\prime}, q^{\prime}$ to $q^{\prime}$, and $q^{\prime}$ to $q$, which all belong to $Q$. Thus, by (3),

$$
\Lambda \stackrel{\text { def }}{=} h^{-1}(\alpha) \cdot h^{-1}(\beta)^{*} \cdot h^{-1}(\gamma)
$$

is a linear path scheme such that $p(u) \xrightarrow{\Lambda}_{\mathbb{N}} q(v)$ in $\mathcal{V}$. In this case, we are done since $|\Lambda| \leq|\alpha \beta \gamma| \leq$ $\left|Q^{\prime}\right|^{2}+\left|Q^{\prime}\right| \leq(|Q|+\|T\|)^{O(1)}$.

Otherwise, if $q^{\prime} \in Q^{\prime} \backslash Q$, we have $q^{\prime}=t_{i}$ for some $t=\left(q_{1}, z, q_{2}\right) \in T$ and some $1 \leq i \leq|z|$. Since $\beta^{\prime}$ is a cycle from $t_{i}$ to $t_{i}$, it follows from the definition of $\mathcal{V}^{\prime}$ that $\alpha=\alpha_{1} \alpha_{2}$ and $\beta=\beta_{1} \beta_{2}$ for some $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2} \in\left(T^{\prime}\right)^{*}$ such that

$$
\alpha_{2}=\beta_{2}=\left(q_{1}, 0, t_{0}\right) \cdot \prod_{j=1}^{i}\left(t_{j-1}, \operatorname{sign}(z), t_{j}\right)
$$

Therefore, we have

$$
\begin{aligned}
\alpha \beta^{*} \gamma & =\left(\alpha_{1} \alpha_{2}\right)\left(\beta_{1} \beta_{2}\right)^{*} \gamma \\
& =\alpha_{1}\left(\beta_{2} \beta_{1}\right)^{*} \beta_{2} \gamma \quad \quad\left(\text { by } \alpha_{2}=\beta_{2}\right) .
\end{aligned}
$$

Moreover, $\alpha_{1}, \beta_{2} \beta_{1}$ and $\beta_{2} \gamma$ are paths of $\mathcal{V}^{\prime}$ respectively from $p$ to $q_{1}, q_{1}$ to $q_{1}$, and $q_{1}$ to $q$, which all belong to $Q$. Thus, by (3),

$$
\Lambda \stackrel{\text { def }}{=} h^{-1}\left(\alpha_{1}\right) \cdot h^{-1}\left(\beta_{2} \beta_{1}\right)^{*} \cdot h^{-1}\left(\beta_{2} \gamma\right)
$$

is a linear path scheme such that $p(u) \xrightarrow{\Lambda}_{\mathbb{N}} q(v)$ in $\mathcal{V}$. We are done since $|\Lambda| \leq|\alpha \beta \gamma| \leq\left|Q^{\prime}\right|^{2}+\left|Q^{\prime}\right| \leq$ $(|Q|+\|T\|)^{O(1)}$.
4.1.2 Flattening 2-VASS Reachability Along a Single Axis. Let us now lift the linear path schemes obtained for 1-VASS to runs of 2-VASS staying close to a single axis. Formally, we show the following:

Lemma 4.6. Let $D \in \mathbb{N}$ and $\mathbb{B} \in\{\mathbb{N} \times[0, D],[0, D] \times \mathbb{N}\}$. For every 2 -VASS $\mathcal{V}=(Q, T)$, there exists a finite set $S$ of LPSs such that $\xrightarrow{*} \mathbb{B}=\xrightarrow{\cup S}$, and $|\Lambda| \leq(|Q|+\|T\|+D)^{O(1)}$ and $|\Lambda|_{*} \leq 1$ for every $\Lambda \in S$.

Proof. We only consider the case where $\mathbb{B}=\mathbb{N} \times[0, D]$; the other case follows symmetrically. Let $\mathcal{V}=(Q, T)$ be a 2 -VASS. We construct a 1 -VASS $\overline{\mathcal{V}}$ that mimics $\mathcal{V}$ over $\mathbb{B}$, by encoding the finitely many possible values of the second counter into the control states. Formally, $\overline{\mathcal{V}} \stackrel{\text { def }}{=}(\bar{Q}, \bar{T})$ where

$$
\begin{aligned}
& \bar{Q} \stackrel{\text { def }}{=}\left\{q_{i}: q \in Q, i \in[0, D]\right\}, \text { and } \\
& \bar{T} \stackrel{\text { def }}{=}\left\{\left(p_{n}, i, q_{n+j}\right):(p,(i, j), q) \in T \text { and } n, n+j \in[0, D]\right\}
\end{aligned}
$$

By applying Proposition 4.3 to $\overline{\mathcal{V}}$, we obtain a finite set $\bar{S}$ of linear path schemes such that

$$
\begin{equation*}
p(u) \stackrel{*}{\longrightarrow}_{\mathbb{N}} q(v) \text { in } \overline{\mathcal{V}} \Longleftrightarrow p(u) \xrightarrow{\cup \bar{S}}_{\mathbb{N}}^{\Longleftrightarrow} q(v) \text { in } \overline{\mathcal{V}} \tag{5}
\end{equation*}
$$

and $|\bar{\Lambda}| \leq(|\bar{Q}|+\|\bar{T}\|)^{O(1)}$ and $|\bar{\Lambda}|_{*} \leq 1$ for every $\bar{\Lambda} \in \bar{S}$.
We define the morphism $\phi: \bar{T}^{*} \rightarrow T^{*}$ such that $\phi\left(p_{n}, i, q_{n+j}\right) \stackrel{\text { def }}{=}(p,(i, j), q)$ for every $\left(p_{n}, i, q_{n+j}\right) \in$ $\bar{T}$. A simple induction shows that

$$
\begin{align*}
p\left(u_{1}, u_{2}\right) \stackrel{*}{\longrightarrow}_{\mathbb{B}} q\left(v_{1}, v_{2}\right) \text { in } \mathcal{V} & \Longleftrightarrow p_{u_{2}}\left(u_{1}\right) \stackrel{*}{\rightarrow}_{\mathbb{N}} q_{v_{2}}\left(v_{1}\right) \text { in } \overline{\mathcal{V}},  \tag{6}\\
p_{u_{2}}\left(u_{1}\right) \xrightarrow{\bar{\pi}} \mathbb{N} q_{v_{2}}\left(v_{1}\right) \text { in } \overline{\mathcal{V}} & \Longrightarrow p\left(u_{1}, u_{2}\right) \xrightarrow{\phi(\bar{\pi})} \mathbb{B} q\left(v_{1}, v_{2}\right) \text { in } \mathcal{V} . \tag{7}
\end{align*}
$$

Moreover, every linear path scheme $\bar{\Lambda}=\alpha_{0} \beta_{1}^{*} \alpha_{1} \cdots \beta_{k}^{*} \alpha_{k}$ of $\overline{\mathcal{V}}$ induces a linear path scheme $\phi(\bar{\Lambda})=\phi\left(\alpha_{0}\right) \phi\left(\beta_{1}\right)^{*} \phi\left(\alpha_{1}\right) \cdots \phi\left(\beta_{k}\right)^{*} \phi\left(\alpha_{k}\right)$ of $\mathcal{V}$. We define the set of linear path schemes $S$ as

$$
S \stackrel{\text { def }}{=}\{\phi(\bar{\Lambda}): \bar{\Lambda} \in \bar{S}\}
$$

Since $|\bar{Q}|=(D+1) \cdot|Q|$ and $|\bar{\Lambda}| \leq(|\bar{Q}|+\|\bar{T}\|)^{O(1)}$ for every $\bar{\Lambda} \in \bar{S}$, $S$ satisfies the appropriate bounds.

It remains to prove that $\stackrel{*}{\rightarrow} \mathbb{B}=\xrightarrow{\cup S}$. For every $p\left(u_{1}, u_{2}\right), q\left(v_{1}, v_{2}\right) \in Q \times \mathbb{B}$, we have:

$$
\begin{aligned}
p\left(u_{1}, u_{2}\right) \stackrel{*}{\rightarrow} \mathbb{B} q\left(v_{1}, v_{2}\right) \text { in } \mathcal{V} & \Longleftrightarrow p_{u_{2}}\left(u_{1}\right) \stackrel{*}{\rightarrow} q_{v_{2}}\left(v_{1}\right) \text { in } \overline{\mathcal{V}} \\
& \Longleftrightarrow p_{u_{2}}\left(u_{1}\right) \xrightarrow{\cup \bar{S}} \mathbb{\mathbb { N }} q_{v_{2}}\left(v_{1}\right) \text { in } \overline{\mathcal{V}} \\
& \Longrightarrow p\left(u_{1}, u_{2}\right) \xrightarrow{\cup S} \mathbb{B} q\left(v_{1}, v_{2}\right) \text { in } \mathcal{V} \\
& \Longrightarrow p\left(u_{1}, u_{2}\right) \xrightarrow{*}_{\mathbb{B}} q\left(v_{1}, v_{2}\right) \text { in } \mathcal{V} .
\end{aligned}
$$

4.1.3 Flattening 2-VASS Reachability Near the Axes. We may now prove the main proposition of this section which we recall:

Proposition 4.1. Let $D \in \mathbb{N}$ and $\mathbb{L}=([0, D] \times \mathbb{N}) \cup(\mathbb{N} \times[0, D])$. For every 2 -VASS $\mathcal{V}=(Q, T)$, there exists a finite set $S$ of LPSs such that $\xrightarrow{*}_{\mathbb{L}} \subseteq \xrightarrow{\cup S}_{\mathbb{N}^{2}}$, and $|\Lambda| \leq(|Q|+\|T\|+D)^{O(1)}$ and $|\Lambda|_{*} \leq 2$ for every $\Lambda \in S$.


Fig. 8. Example of the decomposition of a run staying along the axes, where $D=3$ and $D^{\prime}=D+2=5$. Regions $\mathbb{B}_{\uparrow}$ and $\mathbb{B}_{\uparrow}^{\prime}$ are colored respectively in dark hue, and dark or light hue of $\square$; regions $\mathbb{B}_{\leftrightarrow}$ and $\mathbb{B}_{\leftrightarrow}^{\prime}$ are colored respectively in dark hue, and dark or light hue of $\square \square \mathbb{O}$ is the dotted square region, and $\mathbb{O}^{\prime}$ is the dashed square region. The seven segments associated to $\pi=\pi_{1} \pi_{2} \cdots \pi_{7}$ appear alternatingly in and $\square$. Vectors $\boldsymbol{u}_{1}, \boldsymbol{u}_{2} \ldots, \boldsymbol{u}_{6}$ are marked as squares.

Proof. Let us define the three following regions depicted in Figure 8:

$$
\begin{aligned}
& \mathbb{B}_{\mathfrak{l}} \stackrel{\text { def }}{=}[0, D] \times \mathbb{N}, \\
& \mathbb{B}_{\leftrightarrow} \stackrel{\text { def }}{=} \mathbb{N} \times[0, D], \text { and } \\
& \mathbb{O} \stackrel{\text { def }}{=} \mathbb{B}_{\mathfrak{\imath}} \cap \mathbb{B}_{\leftrightarrow}=[0, D] \times[0, D] .
\end{aligned}
$$

We will first bound the number of times a minimal run within $\mathbb{L}$ can move back and forth from $\mathbb{B}_{\downarrow}$ to $\mathbb{B}_{\leftrightarrow}$.

Let $\mathcal{V}=(Q, T)$ be a 2 -VASS, let $p(\boldsymbol{u}), q(\boldsymbol{v}) \in Q \times \mathbb{L}$, and let $\pi \in T^{*}$ be a minimal path such that $p(\boldsymbol{u}) \xrightarrow{\pi}_{\mathbb{L}} q(\boldsymbol{v})$. Note that $\pi$ can alternate between $\mathbb{B}_{\mathfrak{\jmath}}$ and $\mathbb{B}_{\leftrightarrow}$ without ever entering $\mathbb{O}$. However, such alternations necessarily go through the region extending $\mathbb{O}$ by a width of $\|T\|$. More formally, let $D^{\prime} \stackrel{\text { def }}{=} D+\|T\|$, and

$$
\begin{aligned}
& \quad \mathbb{B}_{\uparrow}^{\prime} \stackrel{\text { def }}{=}\left[0, D^{\prime}\right] \times \mathbb{N}, \\
& \mathbb{B}_{\leftrightarrow}^{\prime} \stackrel{\text { def }}{=} \mathbb{N} \times\left[0, D^{\prime}\right], \\
& \mathbb{L}^{\prime} \stackrel{\text { def }}{=} \mathbb{B}_{\uparrow}^{\prime} \cup \mathbb{B}_{\leftrightarrow}^{\prime}, \text { and } \\
& \mathbb{O}^{\prime} \stackrel{\text { def }}{=} \mathbb{B}_{\uparrow}^{\prime} \cap \mathbb{B}_{\leftrightarrow}^{\prime} \stackrel{\text { def }}{=}\left[0, D^{\prime}\right] \times\left[0, D^{\prime}\right] .
\end{aligned}
$$

Since $\pi$ is minimal and $D^{\prime} \geq D$, there exist $1 \leq k \leq|Q| \cdot\left|O^{\prime}\right|, \pi_{1}, \pi_{2}, \ldots, \pi_{k} \in T^{*}, p_{0}\left(\boldsymbol{u}_{0}\right), p_{1}\left(\boldsymbol{u}_{1}\right)$, $\ldots, p_{k}\left(\boldsymbol{u}_{k}\right) \in Q \times \mathbb{L}^{\prime}$ and $\mathbb{C}_{1}, \mathbb{C}_{2}, \ldots \mathbb{C}_{k} \in\left\{\mathbb{B}_{\downarrow}^{\prime}, \mathbb{B}_{\leftrightarrow}^{\prime}\right\}$ such that:

- $\pi=\pi_{1} \pi_{2} \cdots \pi_{k}$
- $p_{0}\left(\boldsymbol{u}_{0}\right)=p(\boldsymbol{u}), p_{k}\left(\boldsymbol{u}_{k}\right)=q(\boldsymbol{v})$,
- $\boldsymbol{u}_{i} \in \mathbb{O}^{\prime}$ for every $0<i<k$, and
- $p_{i-1}\left(\boldsymbol{u}_{i-1}\right) \xrightarrow{\pi_{i}} \mathbb{C}_{i} p_{i}\left(\boldsymbol{u}_{i}\right)$ for every $0<i \leq k$.

This decomposition is illustrated in Figure 8.

By the last point of the above enumeration together with Lemma 4.6, for every $i \in[k]$, there exists a linear path scheme $\Lambda_{i}$ such that $p_{i-1}\left(\boldsymbol{u}_{i-1}\right) \xrightarrow{\Lambda_{i}}{ }_{C} p_{i}\left(\boldsymbol{u}_{i}\right),\left|\Lambda_{i}\right| \leq\left(|Q|+\|T\|+D^{\prime}\right)^{O(1)}$ and $\left|\Lambda_{i}\right|_{*} \leq 1$. Let $i \in[k]$, and let $\Lambda_{i}=\alpha_{i} \beta_{i}^{*} \gamma_{i}$ where $\beta_{i}$ is the unique cycle of $\Lambda_{i}$ if $|\Lambda|_{*}=1$, and $\varepsilon$ if $|\Lambda|_{*}=0$. There exists $e_{i} \in \mathbb{N}$ such that

$$
p_{i-1}\left(\boldsymbol{u}_{i-1}\right) \xrightarrow{\alpha_{i} \beta_{i}^{e_{i}} \gamma_{i}} \mathbb{C}_{i} p_{i}\left(\boldsymbol{u}_{i}\right) .
$$

We claim that the following linear path scheme satisfies the proposition:

$$
\Lambda \stackrel{\text { def }}{=} \alpha_{1} \beta_{1}^{*} \gamma_{1} \cdot\left(\prod_{i=2}^{k-1} \alpha_{i} \beta_{i}^{e_{i}} \gamma_{i}\right) \cdot \alpha_{k} \beta_{k}^{*} \gamma_{k}
$$

First, note that $p(\boldsymbol{u}) \xrightarrow{\Lambda} \mathbb{N}^{2} q(\boldsymbol{v})$ and $|\Lambda|_{*} \leq 2$. Now, observe that for every $i \in[k]$, we have

$$
\begin{aligned}
e_{i} & \leq\left\|\boldsymbol{u}_{i}-\boldsymbol{u}_{i-1}\right\|+\left|\alpha_{i} \gamma_{i}\right| \cdot\|T\| \\
& \leq\left\|\boldsymbol{u}_{i}-\boldsymbol{u}_{i-1}\right\|+\left|\Lambda_{i}\right| \cdot\|T\| \\
& \leq\left\|\boldsymbol{u}_{i}-\boldsymbol{u}_{i-1}\right\|+\left(|Q|+\|T\|+D^{\prime}\right)^{O(1)} \cdot\|T\| \\
& \leq\left\|\boldsymbol{u}_{i}-\boldsymbol{u}_{i-1}\right\|+\left(|Q|+\|T\|+D^{\prime}\right)^{O(1)}
\end{aligned}
$$

Thus, for every $2 \leq i \leq k-1$, we have $e_{i} \leq\left(|Q|+\|T\|+D^{\prime}\right)^{O(1)}$ since $\boldsymbol{u}_{i-1}, \boldsymbol{u}_{i} \in \mathbb{O}^{\prime}$. This implies that

$$
\begin{aligned}
|\Lambda| & \leq k \cdot \max \left(1, e_{2}, e_{3}, \ldots, e_{k-1}\right) \cdot \max \left(\left|\Lambda_{1}\right|,\left|\Lambda_{2}\right|, \ldots,\left|\Lambda_{k}\right|\right) \\
& \leq|Q| \cdot\left|\mathbb{O}^{\prime}\right| \cdot\left(|Q|+\|T\|+D^{\prime}\right)^{O(1)} \cdot\left(|Q|+\|T\|+D^{\prime}\right)^{O(1)} \\
& \leq(|Q|+\|T\|+D)^{O(1)}
\end{aligned}
$$

To conclude, note that we have constructed a linear path scheme $\Lambda$ for a specific pair of configurations $p(\boldsymbol{u})$ and $q(\boldsymbol{v})$. Nonetheless, the bounds on $|\Lambda|$ and $|\Lambda|_{*}$ are independent from $\boldsymbol{u}$ and $\boldsymbol{v}$. Hence, taking $S$ as the set of all linear path schemes satisfying these bounds proves the proposition.

### 4.2 2-VASS Reachability Far From the Axes

It remains to deal with the two other types of runs, illustrated at the bottom of Figure 3. As discussed at the beginning of the section, we will show the following:

Proposition 4.2. For every 2-VASS $\mathcal{V}=(Q, T)$, there exist $\mathbb{O}=[D, \infty)^{2}$ and finite sets $S, S^{\prime}$ of LPSs such that $D \leq(|Q|+\|T\|)^{O(1)}$, and
(a) $q(\boldsymbol{u}) \xrightarrow{*}_{\mathbb{N}^{2}} q(\boldsymbol{v})$ if and only if $q(\boldsymbol{u}) \xrightarrow{\cup S} \mathbb{N}^{2} q(\boldsymbol{v})$ for every $q \in Q, \boldsymbol{u}, \boldsymbol{v} \in \mathbb{O}$, and $|\Lambda| \leq$ $(|Q|+\|T\|)^{O(1)}$ and $|\Lambda|_{*} \leq 2$ for every $\Lambda \in S$;
(b) $\xrightarrow{*} \mathbb{O} \subseteq \xrightarrow{\cup S^{\prime}} \mathbb{N}^{2}$, and $|\Lambda| \leq(|Q|+\|T\|)^{O(1)}$ and $|\Lambda|_{*} \leq 2 \cdot|Q|$ for every $\Lambda \in S^{\prime}$.

Proposition 4.2 (b) will follow easily from Proposition 4.2 (a) which will be proven as follows. First, we will show that the relation $\left\{(\boldsymbol{u}, \boldsymbol{v}): p(\boldsymbol{u}) \stackrel{*}{\rightarrow}_{\mathbb{Z}^{d}} q(\boldsymbol{v})\right\}$ of any $d$-VASS can be flattened with small linear path schemes. Then, we will show that whenever $d=2$ and $p=q$, these linear path schemes can be converted to equivalent so-called zigzag-free linear path schemes, by exploiting special properties of linear subsets of $\mathbb{Z}^{2}$. Finally, we will make use of the fact that $\mathbb{Z}$-reachability and reachability coincide for runs induced by zigzag-free linear path schemes and taking place far enough from the axes.


Fig. 9. Example of two runs induced by the same path $\pi$ of a zigzag-free linear path scheme $\Lambda=\alpha_{0} \beta_{1}^{*} \alpha_{1} \beta_{2}^{*} \alpha_{2}$ such that effect $\left(\beta_{1}\right)$, effect $\left(\beta_{2}\right) \in \mathbb{N}^{2}$. Arrows colored in correspond to the effects of $\alpha_{0}, \alpha_{1}$ and $\alpha_{2}$, and arrows colored in $\square$ correspond to the effects of $\beta_{1}$ and $\beta_{2}$.

Let us explain this last observation in detail. We say that a linear path scheme $\Lambda=\alpha_{0} \beta_{1}^{*} \alpha_{1} \cdots \beta_{k}^{*} \alpha_{k}$ of some $d$-VASS is zigzag-free [29] if for every $i \in[d]$, either

$$
\bigwedge_{1 \leq j \leq k} \operatorname{effect}\left(\beta_{j}\right)(i) \geq 0 \text { or } \bigwedge_{1 \leq j \leq k} \operatorname{effect}\left(\beta_{j}\right)(i) \leq 0 .
$$

In other words, $\Lambda$ is zigzag-free if effect $(\operatorname{cycles}(\Lambda)) \subseteq Z$ for some hyperoctant $Z$ of $\mathbb{Z}^{d}$.
As an example, let us consider a zigzag-free linear path scheme $\Lambda=\alpha_{0} \beta_{1}^{*} \alpha_{1} \beta_{2}^{*} \alpha_{2}$ such that effect $\left(\beta_{1}\right)$, effect $\left(\beta_{2}\right) \in \mathbb{N}^{2}$. A run over $\mathbb{Z}^{2}$ induced by a path $\pi \in \Lambda$ can only drift away from $\mathbb{N}^{2}$ by a constant distance since only $\alpha_{0}, \alpha_{1}$ and $\alpha_{2}$ may contribute negatively to the effect of $\pi$. Therefore, if the initial and target configurations $\boldsymbol{u}$ and $\boldsymbol{v}$ are sufficiently high, then $\pi$ induces a run over $\mathbb{N}^{2}$, as illustrated in Figure 9. This intuition is formalized as follows:

Lemma 4.7 ([29, Lemma 4.6]). For every $d-\operatorname{VASS} \mathcal{V}=(Q, T)$, every $p(\boldsymbol{u}), q(\boldsymbol{v}) \in Q \times \mathbb{N}^{d}$, and every zigzag-free linear path scheme $\Lambda$, if $p(\boldsymbol{u}) \xrightarrow{\Lambda} \mathbb{Z}^{d} q(\boldsymbol{v})$ and $\|\boldsymbol{u}\|,\|\boldsymbol{v}\| \geq|\Lambda| \cdot\|T\|$, then $p(\boldsymbol{u}) \xrightarrow{\Lambda} \mathbb{N}_{\mathbb{N}^{d}} q(\boldsymbol{v})$.
4.2.1 Flattening $\mathbb{Z}$-Reachability. Here we show that the $\mathbb{Z}$-reachability relation of a $d$-VASS can be flattened with small linear path schemes. First we give some definitions and prove technical lemmas on finite directed graph Parikh images.
Let $G=(U, E)$ be a finite directed graph. For every $u \in U$, let

$$
\begin{aligned}
& \operatorname{in}(u) \stackrel{\text { def }}{=}\left\{\left(u^{\prime}, a, u^{\prime \prime}\right) \in E: u^{\prime \prime}=u\right\}, \text { and } \\
& \operatorname{out}(u) \stackrel{\text { def }}{=}\left\{\left(u^{\prime}, a, u^{\prime \prime}\right) \in E: u^{\prime}=u\right\},
\end{aligned}
$$

denote respectively the set of incoming and outgoing arcs of $u$. For every path $\pi$ of $G$, we define the Parikh image of $\pi$ as:

$$
\operatorname{Parikh}(\pi) \stackrel{\text { def }}{=} \sigma \in \mathbb{N}^{E} \text { where } \sigma(e) \text { is the number of occurrences of } e \text { in } \pi .
$$

Parikh images are naturally extended to path languages, i.e., for every $L \subseteq E^{*}$, we define $\operatorname{Parikh}(L) \stackrel{\text { def }}{=}$ $\{\operatorname{Parikh}(\pi): \pi \in L\}$. For every $\sigma \in \mathbb{N}^{E}$, we say that $\sigma$ is a flow if for every $u \in U$ we have

$$
\sum_{e \in \operatorname{in}(u)} \sigma(e)=\sum_{e \in \operatorname{out}(u)} \sigma(e) .
$$

We show that the Parik image of a path can be decomposed into a short "base" path that visits each of its vertices, together with a flow:

Proposition 4.8. Let $G=(U, E)$ be a finite directed graph and let $\pi$ be a path of $G$ from $p \in U$ to $q \in U$. There exist a path $\pi^{\prime}$ from $p$ to $q$ and a flow $\sigma$ such that
(a) $\left|\pi^{\prime}\right| \leq|U|^{2}$ and $\pi^{\prime}$ visits each vertex of $\pi$ at least once, and
(b) $\operatorname{Parikh}(\pi)=\operatorname{Parikh}\left(\pi^{\prime}\right)+\sigma$.

Proof. We construct $\pi^{\prime}$ and $\sigma$ by repeatedly removing cycles $\beta$ from $\pi$ while keeping its set of vertices unchanged, and by repeatedly incrementing a vector by Parikh( $\beta$ ). Similar constructions appear, e.g., in [39, proof of Lemma 4.5]. In more details, we construct a sequence of paths $\rho_{0}, \rho_{1}, \ldots$ and vectors $\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \ldots$ that stabilizes at some index $m$, and we pick $\pi^{\prime}$ and $\boldsymbol{\sigma}$ respectively as $\rho_{m}$ and $\boldsymbol{x}_{m}$. The sequences are defined as follows. Let $\rho_{0} \stackrel{\text { def }}{=} \pi$ and $\boldsymbol{x}_{0} \stackrel{\text { def }}{=} \mathbf{0}$. For every $i>0$ :

- $\rho_{i-1}$ can be decomposed as $\rho_{i-1}=e_{1} \pi_{1} \cdots e_{k} \pi_{k}$ where $k \leq|U|$ and each $e_{j}=\left(u, a, u^{\prime}\right)$ is the first edge such that $u$ or $u^{\prime}$ appears in $\rho_{i-1}$;
- if each $\pi_{j}$ is cycle-free, then $\rho_{i} \stackrel{\text { def }}{=} \rho_{i-1}$ and $\boldsymbol{x}_{i} \stackrel{\text { def }}{=} \boldsymbol{x}_{i-1}$ (we are done);
- otherwise if some $\pi_{j}$ contains a cycle $\beta$, then $\rho_{i}$ is defined as the path obtained by removing $\beta$ from $\pi_{j}$, and $\boldsymbol{x}_{i} \stackrel{\text { def }}{=} \boldsymbol{x}_{i-1}+\operatorname{Parikh}(\beta)$.
The resulting path $\pi^{\prime}$ is such that $\left|\pi^{\prime}\right| \leq|U|^{2}$. Since $\sigma$ is the sum of Parikh images of cycles, it is a flow. Moreover, $\operatorname{Parikh}(\pi)=\operatorname{Parikh}\left(\pi^{\prime}\right)+\boldsymbol{\sigma}$ by construction. Therefore, (a) and (b) are satisfied.

We now show that any flow is a linear combination of few maps arising from simple cycles:
Proposition 4.9. Let $G=(U, E)$ be a finite directed graph and let $\sigma \in \mathbb{N}^{E}$ be a flow. There exist $h \leq|E|, c_{1}, \ldots, c_{h} \in \mathbb{N}$ and $\sigma_{1}, \ldots, \sigma_{h} \in \mathbb{N}^{E}$ such that $\sigma=c_{1} \cdot \sigma_{1}+\cdots+c_{h} \cdot \sigma_{h}$ and each $\sigma_{i}$ is induced by a simple cycle, i.e. $\sigma_{i}=\operatorname{Parikh}\left(\beta_{i}\right)$ for some simple cycle $\beta_{i}$.

Proof. For every $\boldsymbol{x} \in \mathbb{N}^{E}$, let $E_{\boldsymbol{x}} \stackrel{\text { def }}{=}\{e \in E: \boldsymbol{x}(e)>0\}$. We show a stronger claim, namely that the proposition holds for some $h \leq\left|E_{\sigma}\right|$. We proceed by induction on $\left|E_{\sigma}\right|$. If $\left|E_{\sigma}\right|=0$, then $\sigma=0$ and the claim holds trivially. Assume that $\left|E_{\sigma}\right|>0$. Since $\sigma$ is a flow, there exists a function $\chi: E_{\sigma} \rightarrow E_{\sigma}$ such that

$$
\chi(x, a, y)=\left(x^{\prime}, a, y^{\prime}\right) \Longrightarrow y=x^{\prime} .
$$

By the pigeonhole principle, there exist $e \in E_{\sigma}$ and $\ell \geq 0$ such that

$$
\beta \stackrel{\text { def }}{=} e \cdot \chi(e) \cdot \chi^{2}(e) \cdots \chi^{\ell}(e)
$$

is a simple cycle. Without loss of generality, we may assume that $\sigma(e)$ is minimal among the edges of $\beta$, i.e. $\sigma(e)=\min \left\{\sigma\left(\chi^{j}(e)\right): 0 \leq j \leq \ell\right\}$.

Let $d \stackrel{\text { def }}{=} \sigma(e)$ and $\sigma^{\prime} \stackrel{\text { def }}{=} \sigma-\operatorname{Parikh}\left(\beta^{d}\right)$. Note that $\sigma^{\prime}$ is a flow since $\beta$ is a cycle, and $\sigma^{\prime} \in \mathbb{N}^{E}$ by minimality of $d$. Moreover, $\left|E_{\sigma^{\prime}}\right|<\left|E_{\sigma}\right|$ by $e \in E_{\sigma} \backslash E_{\sigma^{\prime}}$. Thus, by induction hypothesis, there exist $h^{\prime} \leq\left|E_{\sigma^{\prime}}\right|, c_{1}, \ldots, c_{h^{\prime}} \in \mathbb{N}$ and $\sigma_{1}, \ldots, \sigma_{h^{\prime}} \in \mathbb{N}^{E}$ such that $\sigma^{\prime}=c_{1} \cdot \sigma_{1}+\ldots+c_{h^{\prime}} \cdot \sigma_{h^{\prime}}$. Let $h \stackrel{\text { def }}{=} h^{\prime}+1, c_{h} \stackrel{\text { def }}{=} d$ and $\sigma_{h} \stackrel{\text { def }}{=} \operatorname{Parikh}(\beta)$. We are done since $h \leq\left|E_{\boldsymbol{\sigma}}\right|, \beta$ is simple and

$$
\begin{aligned}
\sigma & =\sigma^{\prime}+\operatorname{Parikh}\left(\beta^{d}\right) \\
& =\sigma^{\prime}+d \cdot \operatorname{Parikh}(\beta) \\
& =c_{1} \cdot \sigma_{1}+\ldots+c_{h} \cdot \sigma_{h} .
\end{aligned}
$$

Let paths $(G, p, q)$ denote the set of all paths from vertex $p$ to vertex $q$ in a directed graph $G$. We derive the following lemma from Propositions 4.8 and 4.9:

Lemma 4.10. For every finite directed graph $G=(U, E)$ and $p, q \in U$, there exists a finite set $S$ of LPSs from $p$ to $q$ such that Parikh $(\operatorname{paths}(G, p, q))=\operatorname{Parikh}(S)$, and $|\Lambda| \leq|U| \cdot(|U|+|E|)$ and $|\Lambda|_{*} \leq|E|$ for every $\Lambda \in S$.

Proof. Let $G=(U, E)$ be a finite directed graph. We claim that the following set of linear path schemes satisfies the lemma:

$$
S \stackrel{\text { def }}{=}\left\{\Lambda \subseteq \operatorname{paths}(G, p, q): \Lambda \text { is an LPS, }|\Lambda| \leq|U| \cdot(|U|+|E|) \text { and }|\Lambda|_{*} \leq|E|\right\}
$$

Obviously, $S$ satisfies the right bounds, and $\operatorname{Parikh}(S) \subseteq \operatorname{Parikh}(\operatorname{paths}(G, p, q))$. Thus, it suffices to show that $\operatorname{Parikh}(\operatorname{paths}(G, p, q)) \subseteq \operatorname{Parikh}(S)$.

Let $\pi$ be a path of $G$ from $p$ to $q$. Let $\pi^{\prime} \in \operatorname{paths}(G, p, q)$ and $\sigma \in \mathbb{N}^{E}$ be the path and the flow given by Proposition 4.8 for $\pi$. Let $c_{1}, \ldots, c_{h} \in \mathbb{N}$ and $\sigma_{1}, \ldots, \sigma_{h} \in \mathbb{N}^{E}$ be given by Proposition 4.9 for $\sigma$. Recall that each $\sigma_{i}$ is induced by some simple cycle $\beta_{i}$. Moreover, $\pi^{\prime}$ visits all states of each $\beta_{i}$. Thus, we can insert $\beta_{i}^{*}$ along $\pi^{\prime}$, for each $i$, to obtain a linear path scheme $\Lambda$.

By Propositions 4.8 and 4.9 , we have $\left|\pi^{\prime}\right| \leq|U|^{2}$ and $h \leq|E|$. Consequently, $|\Lambda| \leq\left|\pi^{\prime}\right|+h \cdot|U| \leq$ $|U|^{2}+|E| \cdot|U|=|U| \cdot(|U|+|E|)$ and $|\Lambda|_{*} \leq h \leq|E|$. Thus, we are done since the following holds:

$$
\begin{aligned}
\operatorname{Parikh}(\pi) & =\operatorname{Parikh}\left(\pi^{\prime}\right)+\sigma & & \text { (by Proposition 4.8) } \\
& =\operatorname{Parikh}\left(\pi^{\prime}\right)+c_{1} \cdot \sigma_{1}+\ldots+c_{h} \cdot \sigma_{h} & & \text { (by Proposition 4.9) } \\
& \in \operatorname{Parikh}\left(\pi^{\prime}\right)+\operatorname{Parikh}\left(\beta_{1}^{*}\right)+\ldots+\operatorname{Parikh}\left(\beta_{h}^{*}\right) & & \left(\text { by } c_{i} \cdot \sigma_{i}=\operatorname{Parikh}\left(\beta_{i}^{c_{i}}\right)\right) \\
& =\operatorname{Parikh}(\Lambda) & & (\text { by def. of } \Lambda) .
\end{aligned}
$$

Lemma 4.10 allows us to show that the $\mathbb{Z}$-reachability relation of a $d$-VASS can be flattened with small linear path schemes:

Proposition 4.11. For every $d-V A S S \mathcal{V}=(Q, T)$, there exists a finite set $S$ of LPSs such that $\stackrel{*}{\nmid}_{\mathbb{Z}^{d}}=\xrightarrow{\cup S}_{\mathbb{Z}^{d}}$, and $|\Lambda| \leq|Q| \cdot(|Q|+|T|)$ and $|\Lambda|_{*} \leq|T|$ for every $\Lambda \in S$.

Proof. Let $\mathcal{V}=(Q, T)$ be a $d$-VASS. For every $p, q \in Q$, let $S_{p, q}$ be the finite set of linear path schemes obtained from Lemma 4.10. We claim that the proposition is satisfied by

$$
S \stackrel{\text { def }}{=} \bigcup_{p, q \in Q} S_{p, q}
$$

Clearly, $S$ satisfies the required bounds, and $\xrightarrow{U}_{\mathbb{Z}^{d}} \subseteq \stackrel{*}{\rightarrow}_{\mathbb{Z}^{d}}$. It remains to show that $\stackrel{*}{\rightarrow}_{\mathbb{Z}^{d}} \subseteq \xrightarrow{\cup S}_{\mathbb{Z}^{d}}$. Let $p(\boldsymbol{u}), q(\boldsymbol{v}) \in Q \times \mathbb{Z}^{d}$ and $\pi \in T^{*}$ be such that $p(\boldsymbol{u}) \xrightarrow{\pi}_{\mathbb{Z}^{d}} q(\boldsymbol{v})$. We have

$$
\begin{equation*}
\boldsymbol{v}=\boldsymbol{u}+\sum_{t \in T} \operatorname{Parikh}(\pi)(t) \cdot \operatorname{effect}(t) \tag{8}
\end{equation*}
$$

By Lemma 4.10, there exist $\Lambda \in S_{p, q}$ and $\pi^{\prime} \in \Lambda$ such that $\operatorname{Parikh}\left(\pi^{\prime}\right)=\operatorname{Parikh}(\pi)$. By (8), this implies that

$$
\boldsymbol{v}=\boldsymbol{u}+\sum_{t \in T} \operatorname{Parikh}\left(\pi^{\prime}\right)(t) \cdot \operatorname{effect}(t)
$$

which in turn implies $p(\boldsymbol{u}) \xrightarrow{\pi^{\prime}} \mathbb{Z}^{d} q(\boldsymbol{v})$.
4.2.2 A Decomposition of Certain Linear Subsets of $\mathbb{Z}^{2}$. Our main result here, namely Lemma 4.12 below, appears quite technical at first. However, it will play an essential role in transforming the flattenings of the $\mathbb{Z}$-reachability relation obtained previously into zigzag-free ones, and thus in obtaining flattenings of the reachability relation far from the axes.

Lemma 4.12. Let $P \subset^{\text {fin }} \mathbb{Z}^{2}$ and $\boldsymbol{b} \in P$. For every quadrant $Z$, there exist

$$
D \subseteq Z \cap L_{\left[0, O\left(|P|^{2}\|P\|^{8}\right)\right]}(\boldsymbol{b}, P) \text { and } Q \subseteq Z \cap\left(P \cup L_{\left[0, O\left(\|P\|^{3}\right)\right]}(\boldsymbol{b}, P)\right)
$$

such that $|Q| \leq 2$ and $L(\boldsymbol{b}, P) \cap Z=L(D, Q)$.
To assist the reader in making sense of the statement of Lemma 4.12, we sketch the context of its forthcoming application in the proof of Lemma 4.15: $P$ should be thought of as consisting of the effects of some cycles $\alpha_{0} \alpha_{1} \cdots \alpha_{k}, \beta_{1}, \ldots, \beta_{k}$, and $\boldsymbol{b}$ as the effect of the cycle $\alpha_{0} \alpha_{1} \cdots \alpha_{k}$, where $\sigma=\alpha_{0} \beta_{1}^{*} \alpha_{1} \cdots \beta_{k}^{*} \alpha_{k}$ is a linear path scheme from some state to itself in some 2-VASS. Hence the linear set $L(\boldsymbol{b}, P)$ consists of the effects of all traversals of $\sigma$ one or more times. Lemma 4.12 can then be seen as stating that, for any of the four quadrants $Z$, all such effects in $Z$ are also in some hybrid-linear set $L(D, Q)$ such that:

- $D$ and $Q$ are in the quadrant $Z$;
- their elements are effects of short (polynomial in $\|P\|$ ) traversals of $\sigma$, except for $Q$ which may also contain elements of $P$;
- the cardinality of $Q$ is at most 2.

As the stepping stone towards Lemma 4.12, we prove the following relatively simple result about intersections of the rational cones spanned by $P$ with quadrants. It says that they can be spanned by at most two vectors which are either from $P$ or small linear combinations of elements of $P$ where the coefficient of $\boldsymbol{b}$ is at least 1 .

The latter requirement may seem minor, but it will be crucial for proving Lemma 4.12. Moreover, it makes Lemma 4.13 difficult to generalise to dimensions beyond 2. Specifically, the infamous Hopcroft-Pansiot example [19, proof of Lemma 2.8] gives us

$$
P=\{(1,0,0),(0,1,-1),(0,-1,2)\} \text { and } \boldsymbol{b}=(1,0,0)
$$

such that the intersection of the rational cone of $P$ with the non-negative octant, which equals the non-negative octant, cannot be spanned only by vectors that are either from $P$ or linear combinations of elements of $P$ in which $\boldsymbol{b}$ features positively (see [29, Remark 5.2]).

Lemma 4.13. Let $P \subset \subset^{\text {fin }} \mathbb{Z}^{2}$ and $\boldsymbol{b} \in P$. For every quadrant $Z$ of the rational plane, there exists $Q \subseteq P \cup L_{\left[0,6\|P\|^{3}\right]}(\boldsymbol{b}, P)$ such that $|Q| \leq 2$ and $L_{\mathbb{Q}_{\geq 0}}(\mathbf{0}, P) \cap Z=L_{\mathbb{Q}_{\geq 0}}(\mathbf{0}, Q)$.

Proof. Without loss of generality, let us focus on the case where $Z$ is the upper-right quadrant $L_{\mathbb{Q} \geq 0}(0,\{(1,0),(0,1)\})$.

Since we are in the plane, the intersection of the two rational cones $L_{\mathbb{Q} \geq 0}(0, P)$ and $Z$ is a rational cone $L_{\mathbb{Q}_{\geq 0}}\left(\mathbf{0},\left\{\boldsymbol{q}_{1}, \boldsymbol{q}_{2}\right\}\right)$ such that, for each $i \in\{1,2\}$ :

- either $\boldsymbol{q}_{i} \in P$,
- or $\boldsymbol{q}_{i} \in\{(1,0),(0,1)\}$ and $\boldsymbol{q}_{i}$ is a linear combination with positive rational coefficients of two linearly independent vectors in $P$.
To finish the proof, we show how, in each latter case, $\boldsymbol{q}_{i}$ can be scaled by a positive integer to be a member of $L_{\left[0,6\|P\|^{3}\right]}(\boldsymbol{b}, P)$. Again without loss of generality, we consider the case where $(1,0)$ is a linear combination with positive rational coefficients of two linearly independent vectors $\boldsymbol{p}_{1}, \boldsymbol{p}_{2} \in P$.

Let us recall Cramer's Rule: for all $\boldsymbol{c} \in \mathbb{Q}^{2}$, the unique solution $\lambda_{1}, \lambda_{2} \in \mathbb{Q}$ of $\lambda_{1} \boldsymbol{p}_{1}+\lambda_{2} \boldsymbol{p}_{2}=\boldsymbol{c}$ is:

$$
\lambda_{1}=\frac{\boldsymbol{c}(1) \boldsymbol{p}_{2}(2)-\boldsymbol{p}_{2}(1) \boldsymbol{c}(2)}{\boldsymbol{p}_{1}(1) \boldsymbol{p}_{2}(2)-\boldsymbol{p}_{2}(1) \boldsymbol{p}_{1}(2)}, \quad \quad \lambda_{2}=\frac{\boldsymbol{p}_{1}(1) \boldsymbol{c}(2)-\boldsymbol{c}(1) \boldsymbol{p}_{1}(2)}{\boldsymbol{p}_{1}(1) \boldsymbol{p}_{2}(2)-\boldsymbol{p}_{2}(1) \boldsymbol{p}_{1}(2)}
$$

Note that $\left|\boldsymbol{p}_{i}(j)\right|,|\boldsymbol{b}(j)| \leq\|P\|$ for all $i, j \in\{1,2\}$. Thus, we can invoke Cramer's Rule with $\boldsymbol{c}=(1,0)$ and $\boldsymbol{c}=-\boldsymbol{b}$, and then multiply both sides by the (integral) denominator and by 1 or -1 to obtain:

- $x(1,0)=x_{1}^{\prime} \boldsymbol{p}_{1}+x_{2}^{\prime} \boldsymbol{p}_{2}$ for some $x \in\left[1,2\|P\|^{2}\right]$ and $x_{1}^{\prime}, x_{2}^{\prime} \in[1,\|P\|]$;
- $\mathbf{0}=y \boldsymbol{b}+y_{1}^{\prime} \boldsymbol{p}_{1}+y_{2}^{\prime} \boldsymbol{p}_{2}$ for some $y \in\left[1,2\|P\|^{2}\right]$ and $y_{1}^{\prime}, y_{2}^{\prime} \in\left[-2\|P\|^{2}, 2\|P\|^{2}\right]$.

Summing the multiple of the former equation by $2\|P\|^{2}$ and the latter equation, we get:

$$
2 x\|P\|^{2}(1,0)=y \boldsymbol{b}+\left(2 x_{1}^{\prime}\|P\|^{2}+y_{1}^{\prime}\right) \boldsymbol{p}_{1}+\left(2 x_{2}^{\prime}\|P\|^{2}+y_{2}^{\prime}\right) \boldsymbol{p}_{2} .
$$

Since $y \in\left[1,2\|P\|^{2}\right]$ and, for each $i \in\{1,2\}$, we have $2 x_{i}^{\prime}\|P\|^{2}+y_{i}^{\prime} \in\left[0,4\|P\|^{3}\right]$, we conclude that $2 x\|P\|^{2}(1,0) \in L_{\left[0,6\|P\|^{3}\right]}(\boldsymbol{b}, P)$ as required.

We also recall a result on the sets of natural solutions of linear equalities that follows from results of Pottier [38]. We state it as generally as in the paper of Chistikov and Haase, although we shall apply it only with $d=2$.

Proposition 4.14 ([8, Proposition 4]). Let $\mathcal{E}_{0}: A \cdot \boldsymbol{x}=\mathbf{0}$ and $\mathcal{E}: A \cdot \boldsymbol{x}=\boldsymbol{b}$ be systems of linear Diophantine equations, where $A \in \mathbb{Z}^{d \times k}$. Then their sets of solutions in the naturals are of the forms $L(0, R)$ and $L(C, R)$ (respectively), such that

$$
\|C\| \leq((k+1)\|A\|+\|\boldsymbol{b}\|+1)^{d} \text { and }\|R\| \leq(k\|A\|+1)^{d} .
$$

Lemma 4.12. Let $P \subset^{f n} \mathbb{Z}^{2}$ and $\boldsymbol{b} \in P$. For every quadrant $Z$, there exist

$$
D \subseteq Z \cap L_{\left[0, O\left(|P|^{2}\|P\|^{8}\right)\right]}(\boldsymbol{b}, P) \text { and } Q \subseteq Z \cap\left(P \cup L_{\left[0, O\left(\|P\|^{3}\right)\right]}(\boldsymbol{b}, P)\right)
$$

such that $|Q| \leq 2$ and $L(\boldsymbol{b}, P) \cap Z=L(D, Q)$.
Proof. It is easy to see that the statement of the lemma is implied by the version obtained by replacing the last equality with the inclusion $L(\boldsymbol{b}, P) \cap Z \subseteq L(D, Q)$.

Let $Q$ be obtained from Lemma 4.13. Since $L_{\mathbb{Q}_{\geq 0}}(\mathbf{0}, P) \cap Z=L_{\mathbb{Q}_{\geq 0}}(\mathbf{0}, Q)$, we have that $Q \subseteq Z$.
Suppose that $\boldsymbol{a} \in L(\boldsymbol{b}, P) \cap Z$. It will suffice to show that there exists $\boldsymbol{d} \in Z \cap L_{\left[0, O\left(|P|^{2}\|P\|^{8}\right)\right]}(\boldsymbol{b}, P)$ such that $\boldsymbol{a} \in L(\boldsymbol{d}, Q)$.

Recalling that $\boldsymbol{b} \in P$, we have that $\boldsymbol{a} \in L_{\mathbb{Q}_{20}}(\mathbf{0}, P) \cap Z$, and so $\boldsymbol{a} \in L_{\mathbb{Q}_{20}}(0, Q)$. By considering the integral and fractional parts of the rational coefficients, it follows that $\boldsymbol{a} \in L\left(\boldsymbol{a}^{\prime}, Q\right)$ for some $\boldsymbol{a}^{\prime}$ arising from the fractional parts. Since $Q \subseteq Z$ and $\boldsymbol{a}^{\prime} \in L_{\mathbb{Q}_{20}}(\mathbf{0}, Q)$, we have $\boldsymbol{a}^{\prime} \in Z$. Moreover, since $\boldsymbol{a} \in \mathbb{Z}^{2}$ and $Q \subseteq \mathbb{Z}^{2}$, we have $\boldsymbol{a}^{\prime} \in \mathbb{Z}^{2}$. Altogether, we obtain $\boldsymbol{a}^{\prime} \in Z \cap \mathbb{Z}^{2}$ and $\left\|\boldsymbol{a}^{\prime}\right\| \leq 2\|Q\| \leq 14\|P\|^{4}$.

Since also $\boldsymbol{a} \in L(\boldsymbol{b}, P)$, we have that the system of linear Diophantine equations

$$
\left[\begin{array}{ll}
P & -Q
\end{array}\right]\binom{\boldsymbol{x}}{\boldsymbol{y}}=\boldsymbol{a}^{\prime}-\boldsymbol{b}
$$

where $P$ and $Q$ are written as matrices whose columns are the vectors in $P$ and $Q$ (respectively), has a solution in the naturals such that $\boldsymbol{b}+P \cdot \boldsymbol{x}=\boldsymbol{a}=\boldsymbol{a}^{\prime}+Q \cdot \boldsymbol{y}$.

By Proposition 4.14, there exist vectors of naturals $\boldsymbol{x}_{C}, \boldsymbol{x}_{R}, \boldsymbol{y}_{C}$ and $\boldsymbol{y}_{R}$ such that $\boldsymbol{x}=\boldsymbol{x}_{C}+\boldsymbol{x}_{R}$, $\boldsymbol{y}=\boldsymbol{y}_{C}+\boldsymbol{y}_{R}, P \cdot \boldsymbol{x}_{R}=Q \cdot \boldsymbol{y}_{R}$ and

$$
\begin{aligned}
& \left\|\boldsymbol{x}_{C}\right\| \leq\left((|P|+|Q|+1) \cdot(\max \{\|P\|,\|Q\|\})+\left\|\boldsymbol{a}^{\prime}\right\|+\|\boldsymbol{b}\|+1\right)^{2} \leq \\
& \quad\left((|P|+3) \cdot 7\|P\|^{4}+14\|P\|^{4}+\|P\|+1\right)^{2}=O\left(|P|^{2}\|P\|^{8}\right) .
\end{aligned}
$$

Letting $\boldsymbol{d}=\boldsymbol{b}+P \cdot \boldsymbol{x}_{C}$, it remains to observe that $\boldsymbol{a}=\boldsymbol{b}+P \cdot\left(\boldsymbol{x}_{C}+\boldsymbol{x}_{R}\right)=\boldsymbol{d}+Q \cdot \boldsymbol{y}_{R}$ and to confirm that $\boldsymbol{d}=\boldsymbol{a}^{\prime}+Q \cdot \boldsymbol{y}_{C} \in Z$.
4.2.3 Zigzag-Free Linear Path Schemes: Proof of Proposition 4.2. So far, we have seen that $\mathbb{Z}$ reachability can be flattened with small linear path schemes, and that some linear subsets of $\mathbb{Z}^{2}$ decompose nicely. To prove Proposition 4.2, it remains to make these linear path schemes zigzag-free by using this decomposition. This is done in the following lemma:

Lemma 4.15. For every 2 -VASS $\mathcal{V}=(Q, T)$, every $q \in Q$, and every linear path scheme $\sigma$ from $q$ to $q$, there exists a finite set $S$ of zigzag-free LPSs from $q$ to $q$ such that effect $(\sigma) \subseteq$ effect $(S)$, and $|\Lambda| \leq(|\sigma|+\|T\|)^{O(1)}$ and $|\Lambda|_{*} \leq 2$ for every $\Lambda \in S$.

Proof. Let $\mathcal{V}=(Q, T)$ be a 2-VASS, let $q \in Q$, and let $\sigma=\alpha_{0} \beta_{1}^{*} \alpha_{1} \cdots \beta_{k}^{*} \alpha_{k}$ be a linear path scheme from $q$ to $q$. Let

$$
\sigma^{\prime} \stackrel{\text { def }}{=}\left(\alpha_{0} \cdots \alpha_{k}\right)^{*} \sigma .
$$

Note that effect $(\sigma) \subseteq \operatorname{effect}\left(\sigma^{\prime}\right)=\bigcup_{\text {quadrant } Z} \operatorname{effect}\left(\sigma^{\prime}\right) \cap Z$. Thus, it suffices to exhibit a set $S_{Z}$ of linear path schemes, for every quadrant $Z$, satisfying the desired bounds and such that effect $\left(\sigma^{\prime}\right) \cap$ $Z=\operatorname{effect}\left(S_{Z}\right)$. The proof is then completed by taking $S \stackrel{\text { def }}{=} \cup_{\text {quadrant } Z} S_{Z}$.

Let $Z$ be a quadrant, let $\boldsymbol{b} \stackrel{\text { def }}{=} \operatorname{effect}\left(\alpha_{0} \cdots \alpha_{k}\right)$ and let $P \stackrel{\text { def }}{=} \operatorname{effect}\left(\operatorname{cycles}\left(\sigma^{\prime}\right)\right)$. Note that $\boldsymbol{b} \in P$ and effect $\left(\sigma^{\prime}\right)=L(\boldsymbol{b}, P)$. By Lemma 4.12, there exist $e \leq\|P\|^{O(1)}, D \subseteq Z \cap L_{[0, e]}(\boldsymbol{b}, P)$ and $Q \subseteq$ $Z \cap\left(P \cup L_{[0, e]}(\boldsymbol{b}, P)\right)$ such that $|Q| \leq 2$ and $L(\boldsymbol{b}, P) \cap Z=L(D, Q)$.
For every $\boldsymbol{u} \in D \cup(Q \backslash P)$, there exists a path $\pi_{\boldsymbol{u}} \in \sigma^{\prime}$ such that effect $\left(\pi_{\boldsymbol{u}}\right)=\boldsymbol{u}$, and of the form $\alpha_{0} \beta_{1}^{e_{1}} \alpha_{1} \cdots \beta_{k}^{e_{k}} \alpha_{k}$ for some $0 \leq e_{1}, e_{2}, \ldots, e_{k} \leq e$.

Let $\boldsymbol{d} \in D$. Then $\pi_{\boldsymbol{d}}$ is of the form $\alpha_{0} \beta_{1}^{e_{1}} \alpha_{1} \cdots \beta_{k}^{e_{k}} \alpha_{k}$. Let us define the linear path scheme $\Lambda_{\boldsymbol{d}}$ as

$$
\Lambda_{d} \stackrel{\text { def }}{=} \alpha_{0} \beta_{1}^{e_{1}} \theta_{1} \alpha_{1} \cdots \beta_{k}^{e_{k}} \theta_{k} \alpha_{k} \cdot \prod_{u \in Q \backslash P} \pi_{u}^{*}
$$

where

$$
\theta_{j} \stackrel{\text { def }}{=}\left\{\begin{array}{ll}
\beta_{j}^{*} & \text { if } \operatorname{effect}\left(\beta_{j}\right) \in Q \cap P \\
\varepsilon & \text { otherwise }
\end{array} \quad \text { for every } j \in[k] .\right.
$$

By definition of $\Lambda_{\boldsymbol{d}}$, we have effect $\left(\Lambda_{\boldsymbol{d}}\right)=L(\boldsymbol{d}, Q)$. Moreover, $\left|\Lambda_{\boldsymbol{d}}\right|_{*}=|Q| \leq 2$, effect $\left(\operatorname{cycles}\left(\Lambda_{\boldsymbol{d}}\right)\right)=$ $Q \subseteq Z$, and

$$
\begin{aligned}
\left|\Lambda_{d}\right| & \leq 3 \cdot(1+e) \cdot\left|\sigma^{\prime}\right|+2 \cdot\left|\sigma^{\prime}\right| \\
& \leq 8 \cdot e \cdot\left|\sigma^{\prime}\right| \\
& \leq 8 \cdot\|P\|^{O(1)} \cdot(2 \cdot|\sigma|) \\
& \leq 8 \cdot(|\sigma|+\|T\|)^{O(1)} \cdot(2 \cdot|\sigma|) \\
& \leq(|\sigma|+\|T\|)^{O(1)} .
\end{aligned}
$$

Therefore, we are done by taking $S_{Z} \stackrel{\text { def }}{=} \bigcup_{d \in D} \Lambda_{d}$, since

$$
\operatorname{effect}\left(\sigma^{\prime}\right) \cap Z=L(\boldsymbol{b}, P) \cap Z=L(D, Q)=\bigcup_{\boldsymbol{d} \in D} \operatorname{effect}\left(\Lambda_{\boldsymbol{d}}\right)=\operatorname{effect}\left(S_{Z}\right) .
$$

We may finally prove Proposition 4.2:
Proposition 4.2. For every 2-VASS $\mathcal{V}=(Q, T)$, there exist $\mathbb{O}=[D, \infty)^{2}$ and finite sets $S, S^{\prime}$ of LPSs such that $D \leq(|Q|+\|T\|)^{O(1)}$, and
(a) $q(\boldsymbol{u}) \xrightarrow{*}_{\mathbb{N}^{2}} q(\boldsymbol{v})$ if and only if $q(\boldsymbol{u}) \xrightarrow{\cup S} \mathbb{N}^{2} q(\boldsymbol{v})$ for every $q \in Q, \boldsymbol{u}, \boldsymbol{v} \in \mathbb{O}$, and $|\Lambda| \leq$ $(|Q|+\|T\|)^{O(1)}$ and $|\Lambda|_{*} \leq 2$ for every $\Lambda \in S ;$
(b) $\xrightarrow{*} \mathbb{O} \subseteq \xrightarrow{\cup S^{\prime}} \mathbb{N}^{2}$, and $|\Lambda| \leq(|Q|+\|T\|)^{O(1)}$ and $|\Lambda|_{*} \leq 2 \cdot|Q|$ for every $\Lambda \in S^{\prime}$.

Proof. Let $\mathcal{V}=(Q, T)$ be a 2-VASS, and let $R$ be the set of linear path schemes obtained from Proposition 4.11 for $\mathcal{V}$. For every $q \in Q$ and every $\sigma \in R$ from $q$ to $q$, let $R_{\sigma}$ be the set of zigzag free linear path schemes obtained from Lemma 4.15 for $q$ and $\sigma$. We claim that the following sets $S, S^{\prime}$ and value $D$ satisfy the proposition:

$$
\begin{aligned}
& S \stackrel{\text { def }}{=} \bigcup_{q \in Q} \bigcup_{\substack{\sigma \in R \\
\sigma \text { is from } q \text { to } q}} R_{\sigma}, \\
& \left.S^{\prime} \stackrel{\text { def }}{=} \bigcup_{0 \leq k \leq|Q| \mid \alpha_{0}, \alpha_{1}, \ldots, \alpha_{k} \in T^{*}}^{\Lambda_{1}, \Lambda_{2}, \ldots, \Lambda_{k} \in S}\right\} \\
& D \stackrel{\text { def }}{=} \max \{|\Lambda|: \Lambda \in S\} \cdot\|T\| .
\end{aligned}
$$

Proof of $(a)$. Let us first show that $q(\boldsymbol{u}){\stackrel{*}{\mathbb{N}^{2}}} q(\boldsymbol{v}) \Longleftrightarrow q(\boldsymbol{u}) \xrightarrow{\cup S} \mathbb{N}^{2} q(\boldsymbol{v})$ for every $q(\boldsymbol{u}), q(\boldsymbol{v}) \in Q \times$ $[D, \infty)^{2}$. Clearly, the left implication holds, hence we prove the right implication. Let $\boldsymbol{u}, \boldsymbol{v} \in[D, \infty)^{2}$ be such that $q(\boldsymbol{u}) \xrightarrow{*}_{\mathbb{N}^{2}} q(\boldsymbol{v})$. In particular, we have $q(\boldsymbol{u}) \stackrel{*}{\rightarrow}_{\mathbb{Z}^{2}} q(\boldsymbol{v})$. By Proposition 4.11, there exists $\sigma \in R$ such that $q(\boldsymbol{u}) \stackrel{\sigma}{\rightarrow}_{\mathbb{Z}^{2}} q(\boldsymbol{v})$. By Lemma 4.15 , effect $(\sigma) \subseteq$ effect $\left(R_{\sigma}\right)$. Therefore, $q(\boldsymbol{u}) \xrightarrow{\Lambda} \mathbb{Z}^{2} q(\boldsymbol{v})$ for some $\Lambda \in R_{\sigma}$. Since $\Lambda$ is zigzag-free, Lemma 4.7 and the choice of $D$ imply that $q(\boldsymbol{u}) \xrightarrow{\Lambda} \mathbb{N}^{2} q(\boldsymbol{v})$.

It remains to show that $S$ satisfies the required bounds. Let $\Lambda \in S$. There exists $\sigma \in R$ such that $\Lambda \in R_{\sigma}$. By Lemma $4.15,|\Lambda|_{*} \leq 2$. Moreover,

$$
\begin{align*}
|\Lambda| & \leq(|\sigma|+\|T\|)^{O(1)} & & \text { (by Lemma 4.15) } \\
& \leq(|Q| \cdot(|Q|+|T|)+\|T\|)^{O(1)} & & \text { (by Proposition 4.11) }  \tag{byProposition4.11}\\
& \leq(|Q|+\|T\|)^{O(1)} . & &
\end{align*}
$$

Proof of $(b)$. Let $p(\boldsymbol{u}), q(\boldsymbol{v}) \in Q \times \mathbb{O}$ be such that $p(\boldsymbol{u}) \xrightarrow{\pi} 0 q(\boldsymbol{v})$ for some $\pi \in T^{*}$. By a pigeonhole argument, there exist $0 \leq k \leq|Q|, q_{1}, q_{2}, \ldots, q_{k} \in Q, \boldsymbol{u}_{1}, \boldsymbol{u}_{1}^{\prime}, \boldsymbol{u}_{2}, \boldsymbol{u}_{2}^{\prime}, \ldots, \boldsymbol{u}_{k}, \boldsymbol{u}_{k}^{\prime} \in \mathbb{O}, \alpha_{0}, \alpha_{1}, \ldots, \alpha_{k} \in$ $T^{*}$ and $\beta_{1}, \beta_{2}, \ldots, \beta_{k} \in T^{*}$ such that $\pi=\alpha_{0} \beta_{1} \alpha_{1} \cdots \beta_{k} \alpha_{k},\left|\alpha_{i}\right| \leq|Q|$ for every $i \in[k]$, and

$$
p(\boldsymbol{u}) \xrightarrow{\alpha_{0}} \bigcirc q_{1}\left(\boldsymbol{u}_{1}\right) \xrightarrow{\beta_{1}} \bigcirc q_{1}\left(\boldsymbol{u}_{1}^{\prime}\right) \xrightarrow{\alpha_{1}} \bigcirc q_{2}\left(\boldsymbol{u}_{2}\right) \cdots q_{k}\left(\boldsymbol{u}_{k}\right) \xrightarrow{\beta_{k}} \bigcirc q_{k}\left(\boldsymbol{u}_{k}^{\prime}\right) \xrightarrow{\alpha_{k}} \bigcirc q(\boldsymbol{v}) .
$$

Therefore, for every $i \in[k]$, there exists some linear path scheme $\Lambda_{i} \in S$ such that $q_{i}\left(\boldsymbol{u}_{i}\right) \xrightarrow{\Lambda_{i}}{ }_{\mathbb{N}^{2}}$ $q_{i}\left(\boldsymbol{u}_{\boldsymbol{i}}^{\prime}\right)$. Thus, $p(\boldsymbol{u}) \xrightarrow{\alpha_{0} \Lambda_{1} \alpha_{1} \ldots \Lambda_{k} \alpha_{k}} O q(\boldsymbol{v})$ which implies that $p(\boldsymbol{u}) \xrightarrow{\cup S^{\prime}} q(\boldsymbol{v})$.

It remains to bound the size of the linear path schemes of $S^{\prime}$. Let $\Lambda \in S^{\prime}$. We have

$$
\begin{aligned}
|\Lambda| & \leq(|Q|+1) \cdot|Q|+|Q| \cdot \max \{|\Lambda|: \Lambda \in S\} \\
& \leq(|Q|+1) \cdot|Q|+|Q| \cdot(|Q|+\|T\|)^{O(1)} \\
& \leq(|Q|+\|T\|)^{O(1)}
\end{aligned}
$$

and

$$
\begin{align*}
|\Lambda|_{*} & \leq|Q| \cdot \max \left\{|\Lambda|_{*}: \Lambda \in S\right\} \\
& \leq|Q| \cdot 2 . \tag{a}
\end{align*}
$$



Fig. 10. Overview of the proof of Theorem 3.2. Each node labeled by $x$ corresponds to Proposition, Theorem, Lemma or Corollary $x$. An arrow from node $u$ to node $v$ indicates that $u$ is used in the proof of $v$. Each colored region corresponds to a theme which is depicted under the same color in the general overview of Figure 2. The order in which the three themes are presented are numbered from (i) to (iii).

## 5 SHORT REACHABILITY WITNESSES: THEOREM 3.2

This section is dedicated to the proof of our second main result, which we recall below.
Theorem 3.2. For every 2-VASS $\mathcal{V}$, if $p(\boldsymbol{u}) \xrightarrow{*} q(\boldsymbol{v})$, then $p(\boldsymbol{u}) \xrightarrow{\pi} q(\boldsymbol{v})$ for a path $\pi$ of length $\left(|\mathcal{V}|_{1}+\|\boldsymbol{u}\|+\|\boldsymbol{v}\|\right)^{O(1)}$.

By Theorem 3.1, it suffices to consider only linear path schemes instead of arbitrary 2-VASS. To further simplify we consider here the subclass of simple linear path schemes: a LPS $\Lambda=$ $\alpha_{0} \beta_{1}^{*} \alpha_{1} \beta_{2}^{*} \cdots \beta_{k}^{*} \alpha_{k}$ is simple (an SLPS) if all $\alpha_{i}$ and cycles $\beta_{i}$ have length 1 . The main insight we prove in this section is that shortest reachability witnesses in an SLPS will not leave a polynomially bounded area around the source and target points.

Theorem 5.1. For every SLPS $\Lambda$ from state s to state $t$, there exists $B \leq(|\Lambda| \cdot\|\Lambda\|)^{O(1)}$ such that if $\pi \in \Lambda$ is minimal with $s(\mathbf{0}) \xrightarrow[\rightarrow]{\pi} \mathbb{N}^{2} t(\mathbf{0})$ then $s(\mathbf{0}) \xrightarrow{\pi} \mathbb{N}_{\left(\mathbb{N}_{\leq B} \times \mathbb{N}_{\leq B}\right)} t(\mathbf{0})$.

The next subsection contains several preparatory lemmas and afterwards, in Section 5.2, we prove Theorem 5.1. In the statement of Theorem 5.1, like in that of Theorem 3.2, we write $O(1)$ instead of providing a constant exponent explicitly. However, most of the auxiliary results that we shall state and prove towards obtaining the theorem will feature specific multiplicative constants and exponents. We do not claim those to be optimal, but we display them explicitly in order to clarify the dependencies on the various parameters (such as the length versus the norm) and to make comparisons between the various bounds easier.

The structure of the proof of Theorem 3.2 is depicted in Figure 10. Let us first start by observing how to derive Theorem 3.2 from Theorems 3.1 and 5.1. We will use the following simple fact (recall the notion of admissibility from Section 2).

Lemma 5.2. Suppose that $\pi$ is a cycle from states to $s$ in a $2-V A S S \mathcal{V}=(Q, T)$ and let $\mathcal{V}^{\prime}$ be the $2-V A S S$ resulting from $\mathcal{V}$ by adding one new transition: $t \stackrel{\text { def }}{=}(s$, effect $(\pi), s)$. Then for all $m \in \mathbb{N}$ and $\boldsymbol{v} \in \mathbb{N}^{2}$, the path $\pi^{m+2}$ is admissible from $\boldsymbol{v}$ if, and only if, $\pi t^{m} \pi$ is admissible from $\boldsymbol{v}$.

Proof. The 'only if' direction follows by observing that the set of all points visited by $\pi t^{m} \pi$ from $\boldsymbol{v}$ is included in the set of all points visited by $\pi^{m+2}$ from $\boldsymbol{v}$.

For the 'if' direction, suppose $\boldsymbol{w}^{\prime}$ is a point that is visited by $\pi^{m+2}$ but not by $\pi t^{m} \pi$ from $\boldsymbol{v}$. We have that $\boldsymbol{w}^{\prime}$ is reached by a path of the form $\pi^{i} \rho$ from $\boldsymbol{v}$, where $1 \leq i \leq m$ and $\rho$ is a prefix of $\pi$. Let $\boldsymbol{w}^{(1)}$ and $\boldsymbol{w}^{(m+2)}$ be the points reached by the paths $\rho$ and $\pi t^{m} \rho$ (respectively) from $\boldsymbol{v}$, which are in $\mathbb{N}^{2}$ since we are assuming that $\pi t^{m} \pi$ is admissible from $\boldsymbol{v}$. Observing that $\boldsymbol{w}^{\prime}=\boldsymbol{w}^{(1)}+i \cdot$ effect $(\pi)$ and $\boldsymbol{w}^{(m+2)}=\boldsymbol{w}_{1}+(m+1) \cdot \operatorname{effect}(\pi)$, we conclude that $\boldsymbol{w}^{\prime}$ is on the line segment from $\boldsymbol{w}^{(1)}$ to $\boldsymbol{w}^{(m+2)}$ and therefore also in $\mathbb{N}^{2}$.

Lemma 5.3. Let $\mathcal{V}$ be a $2-V A S S, \Lambda=\alpha_{0} \beta_{1}^{*} \alpha_{1} \beta_{2}^{*} \cdots \beta_{k}^{*} \alpha_{k}$ be a LPS and $\mathcal{V}^{\prime}$ be the 2 -VASS resulting from $\mathcal{V}$ by adding $k$ extra summary transitions $t_{i}$, one for each cycle $\beta_{i}$, as in the previous lemma, and by adding a one-step cycle with effect $\mathbf{0}$ at each state. There is a finite set $S$ of SLPSs over $\mathcal{V}^{\prime}$ such that $\xrightarrow{\Lambda}=\xrightarrow{\cup S}$ and for all $\Lambda^{\prime} \in S$ the following hold.
(1) $\left|\Lambda^{\prime}\right| \leq 4|\Lambda|$ and $\left\|\Lambda^{\prime}\right\| \leq\|\Lambda\| \cdot|\Lambda|$.
(2) For every path $\pi^{\prime} \in \Lambda^{\prime}$ there exists $\pi \in \Lambda$ with $|\pi| \leq\left|\pi^{\prime}\right| \cdot|\Lambda|$ and $\xrightarrow{\pi^{\prime}}=\xrightarrow{\pi}$.

Proof. The idea is first to split $\Lambda$ into a finite set $S$ of LPSs such that each of them predetermines, for every cycle of $\Lambda$, if it can be used zero, one or more than one times. This is done by replacing expressions $\beta_{i}^{*}$ by the empty word, $\beta_{i}$, or $\beta_{i} \beta_{i}^{*} \beta_{i}$, respectively. Clearly, $\cup S=\Lambda$. In each such LPS $\Lambda^{\prime}$, we then replace occurrences of expressions $\beta_{i} \beta_{i}^{*} \beta_{i}$ by expressions $\beta_{i} t_{i}^{*} \beta_{i}$. This results in $\left|\Lambda^{\prime}\right| \leq|\Lambda|+\left(\sum_{i=1}^{k}\left|\beta_{i}\right|\right)+k$ and $\left\|\Lambda^{\prime}\right\| \leq\|\Lambda\| \cdot|\Lambda|$. By Lemma 5.2, this last replacement does not change the relation $\xrightarrow{\Lambda^{\prime}}$ and guarantees the second claimed property (where $\pi$ and $\pi^{\prime}$ correspond to the unfolded and summarized paths in $\mathcal{V}$ and $\mathcal{V}^{\prime}$, respectively). It remains to introduce one-step cycles with effect 0 into the unstarred segments of $\Lambda^{\prime}$ to make the LPS simple, which is required at $\operatorname{most}|\Lambda|+\left(\sum_{i=1}^{k}\left|\beta_{i}\right|\right)-k$ times. This results in $\left|\Lambda^{\prime}\right| \leq 2|\Lambda|+2 \sum_{i=1}^{k}\left|\beta_{i}\right| \leq 4|\Lambda|$, no change to $\left\|\Lambda^{\prime}\right\|$, and no change to the relation $\xrightarrow{\Lambda^{\prime}}$.

Proof of Theorem 3.2. To reduce to the case where the initial and final points are the origin, let $\mathcal{V}^{\prime}=\left(Q^{\prime}, T^{\prime}\right)$ be the 2-VASS that extends $\mathcal{V}$ by two new states, say $p^{\prime}, q^{\prime}$, as well as transitions $p^{\prime} \xrightarrow{\boldsymbol{u}} p$ and $q \xrightarrow{-\boldsymbol{v}} q^{\prime}$. Observe that:

$$
\begin{aligned}
\left|\mathcal{V}^{\prime}\right|_{1}=\left|Q^{\prime}\right|+2\left|T^{\prime}\right| \cdot\left\|T^{\prime}\right\|+1 & =(|Q|+2)+2(|T|+2) \cdot \max \{\|T\|,\|\boldsymbol{u}\|,\|\boldsymbol{v}\|\}+1 \\
& \leq 2(|T|+2)\left(|\mathcal{V}|_{1}+\|\boldsymbol{u}\|+\|\boldsymbol{v}\|\right) \\
& \leq\left(|\mathcal{V}|_{1}+\|\boldsymbol{u}\|+\|\boldsymbol{v}\|\right)^{4} ; \text { where } \\
\left\|T^{\prime}\right\|=\max \{\|T\|,\|\boldsymbol{u}\|,\|\boldsymbol{v}\|\} & \leq|\mathcal{V}|_{1}+\|\boldsymbol{u}\|+\|\boldsymbol{v}\|
\end{aligned}
$$

Assuming that $p(\boldsymbol{u}) \xrightarrow{*} \mathbb{N}^{2} q(\boldsymbol{v})$, we have that $V^{\prime}$ admits a run of the form $p^{\prime}(\mathbf{0}) \xrightarrow{\boldsymbol{u}} \xrightarrow{*} \mathbb{N}^{2} \xrightarrow{-\boldsymbol{v}} q^{\prime}(\mathbf{0})$. By Theorem 3.1, there exists an LPS $\Lambda$ over $\mathcal{V}^{\prime}$ such that $p^{\prime}(\mathbf{0}) \xrightarrow{\Lambda} q^{\prime}(\mathbf{0})$ and $|\Lambda| \in\left|\mathcal{V}^{\prime}\right|_{1}^{O(1)}$.

Let $\mathcal{V}^{\prime \prime}$ be the 2 -VASS obtained from $\mathcal{V}^{\prime}$ and $\Lambda$ as in Lemma 5.3, by which there exists an SLPS $\Lambda^{\prime}$ such that: $p^{\prime}(0) \xrightarrow{\Lambda^{\prime}} q^{\prime}(0),\left|\Lambda^{\prime}\right| \leq 4|\Lambda|,\left\|\Lambda^{\prime}\right\| \leq\|\Lambda\| \cdot|\Lambda|$, and for every path $\pi^{\prime} \in \Lambda^{\prime}$ there exists $\pi \in \Lambda$ with $|\pi| \leq\left|\pi^{\prime}\right| \cdot|\Lambda|$ and $\xrightarrow{\pi^{\prime}}=\xrightarrow{\pi}$.

Applying Theorem 5.1, we get $B \leq\left(\left|\Lambda^{\prime}\right| \cdot\left\|\Lambda^{\prime}\right\|\right)^{O(1)}$ and a path $\pi^{\prime} \in \Lambda^{\prime}$ such that $p^{\prime}(\mathbf{0}) \xrightarrow{\pi^{\prime}}\left(\mathbb{N}_{\leq B} \times \mathbb{N}_{\leq B}\right)$ $q^{\prime}(0)$. Hence every cycle in $\Lambda^{\prime}$ whose effect is non-zero can be repeated in $\pi^{\prime}$ at most $B$ times, so we may assume that $\left|\pi^{\prime}\right| \leq B \cdot\left|\Lambda^{\prime}\right|$.

Let $\pi \in \Lambda$ be such that $|\pi| \leq\left|\pi^{\prime}\right| \cdot|\Lambda|$ and $\xrightarrow{\pi^{\prime}}=\xrightarrow{\pi}$. Then $p^{\prime}(\mathbf{0}) \xrightarrow{\pi} q^{\prime}(\mathbf{0})$ and

$$
|\pi| \leq B \cdot\left|\Lambda^{\prime}\right| \cdot|\Lambda| \leq\left(\left|\Lambda^{\prime}\right| \cdot\left\|\Lambda^{\prime}\right\|\right)^{c} \cdot\left|\Lambda^{\prime}\right| \cdot|\Lambda| \leq\left(4|\Lambda|^{2}\right)^{c+1} \cdot\|\Lambda\|^{c} \leq|\Lambda|^{4(c+1)} \cdot\|\Lambda\|^{c}
$$

for a constant $c$. Since $|\Lambda| \leq\left|\mathcal{V}^{\prime}\right|_{1}^{d}$ for a constant $d$, and $\|\Lambda\| \leq\left\|T^{\prime}\right\|$, we conclude that

$$
|\pi| \leq\left|\mathcal{V}^{\prime}\right|_{1}^{4(c+1) d} \cdot\left\|T^{\prime}\right\|^{c} \leq\left(|\mathcal{V}|_{1}+\|\boldsymbol{u}\|+\|\boldsymbol{v}\|\right)^{16(c+1) d+c} .
$$

It remains to recall that the path $\pi^{\dagger}$ obtained by removing the first and last transitions from $\pi$ is a path of $\mathcal{V}$ such that $p(\boldsymbol{u}) \xrightarrow{\pi^{\dagger}} q(\boldsymbol{v})$.

### 5.1 Lemmas On Cones and Linear Path Schemes

We present six lemmas here that are useful in the sequel.
We start with four lemmas about cones. They are simple consequences in the plane of Cramer's Rule and Farkas-Minkowski-Weyl's Theorem, but for completeness we provide their proofs.

From now on, unless otherwise stated, the cone of a subset $C$ of $\mathbb{Q}^{2}$, denoted by cone $(C)$, will mean the $\mathbb{Q}_{>0}$-cone of $C$, i.e. the closure of $C$ under addition and under multiplication by positive rationals. We remark that the cone of $C$ contains the zero vector if and only if it contains a line or one of the vectors in $C$ is zero.

We shall use subscripts 1 and 2 to denote the coordinates of two-dimensional vectors.
Our first lemma is obtained from Cramer's Rule: it states that, for cones that contain the zero vector, the latter is expressible using at most three vectors from the spanning set, moreover with small positive coefficients.

Lemma 5.4. Let $\boldsymbol{C}$ be a finite subset of $\mathbb{Z}^{2}$. If the cone of $C$ contains $\mathbf{0}$, then $\mathbf{0}$ is a non-empty linear combination of at most three vectors from $C$ and with coefficients in $\left\{1, \ldots, 2\|C\|^{2}\right\}$. Furthermore, if 0 cannot be expressed like this with fewer than three vectors, then the cone of $C$ is equal to $\mathbb{Q}^{2}$.

Proof. If $C$ contains $\mathbf{0}$, the statement is trivial. If $C$ contains a vector $\boldsymbol{a}$ with a negative coordinate $\boldsymbol{a}_{i}$ as well as a vector $\boldsymbol{b}=-\lambda \boldsymbol{a}$ for some positive rational $\lambda$, then $\mathbf{0}$ can be expressed as $\boldsymbol{b}_{i} \boldsymbol{a}-\boldsymbol{a}_{i} \boldsymbol{b}$ and we are done. So now assume that $\boldsymbol{C}$ does not contain vectors $\boldsymbol{a}$ and $\boldsymbol{b}$ like this.

Consider a minimal subset $C^{\prime} \subseteq C$ such that 0 can be expressed as a linear combination $\lambda_{1} \boldsymbol{a}^{(1)}+$ $\cdots+\lambda_{\left|C^{\prime}\right|} \boldsymbol{a}^{\left(\left|C^{\prime}\right|\right)}$ with positive rational coefficients $\lambda_{i}$ of vectors $\boldsymbol{a}^{(i)} \in \boldsymbol{C}^{\prime}$. Assume for contradiction that $\left|C^{\prime}\right|>3$. Then, by Farkas-Minkowski-Weyl's Theorem, there must be a closed half-plane containing at least 3 vectors, say w.l.o.g. $\boldsymbol{a}^{(1)}, \boldsymbol{a}^{(2)}$, and $\boldsymbol{a}^{(3)}$, from $\boldsymbol{C}^{\prime}$. One of these three vectors can be expressed as a non-negative linear combination of the other two. Without loss of generality assume $\boldsymbol{a}^{(1)}=c_{1} \boldsymbol{a}^{(2)}+c_{2} \boldsymbol{a}^{(3)}$ with $c_{1}, c_{2} \geq 0$. But then we can write

$$
\mathbf{0}=\lambda_{1}\left(c_{1} \boldsymbol{a}^{(2)}+c_{2} \boldsymbol{a}^{(3)}\right)+\lambda_{2} \boldsymbol{a}^{(2)}+\lambda_{3} \boldsymbol{a}^{(3)}+\cdots+\lambda_{\left|C^{\prime}\right|} \boldsymbol{a}^{\left(\left|C^{\prime}\right|\right)}
$$

and express $\mathbf{0}$ as a linear combination with positive coefficients of only $\left|C^{\prime}\right|-1$ vectors contradicting the minimality of $C^{\prime}$.

Therefore, recalling the first paragraph, we can choose three vectors $\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c} \in \boldsymbol{C}$ such that there are strictly positive $x_{1}, x_{2}, x_{3}$ and $x_{1} \boldsymbol{a}+x_{2} \boldsymbol{b}+x_{3} \boldsymbol{c}=\mathbf{0}$.

The equation has infinitely many solutions since we can scale the coefficients. However, if we set $x_{3}$ to be, say, $\left|\boldsymbol{b}_{1} \boldsymbol{a}_{2}-\boldsymbol{a}_{1} \boldsymbol{b}_{2}\right|$ the solution becomes unique (since $\boldsymbol{a}$ and $\boldsymbol{b}$ are linearly independent) and it can be easily checked that the solution obtained by Cramer's rule is $x_{1}=\left|c_{1} b_{2}-b_{1} c_{2}\right|$ and $x_{2}=\left|\boldsymbol{a}_{1} \boldsymbol{c}_{2}-\boldsymbol{c}_{1} \boldsymbol{a}_{2}\right|$.

For the second statement of the lemma observe that we can express $-\boldsymbol{a}$ and $-\boldsymbol{b}$ as linear combinations of $\boldsymbol{a}, \boldsymbol{b}$, and $\boldsymbol{c}$ with positive rationals. For example, $-\boldsymbol{a}=\left(x_{2} \boldsymbol{b}+x_{3} \boldsymbol{c}\right) / x_{1}$. Since $\boldsymbol{a}$ and $\boldsymbol{b}$ are linearly independent, any vector in $\mathbb{Q}^{2}$ can be expressed as a linear combination of $\boldsymbol{a}$ and $\boldsymbol{b}$ using rational coefficients. Combined with the fact that we can express $-\boldsymbol{a}$ and $-\boldsymbol{b}$ the claim follows.

The next two lemmas apply to the other case, i.e. when the cone does not contain the zero vector: firstly, such cones are determined by pairs of outermost vectors in their spanning sets; and secondly, they are contained in open half-planes determined by small vectors.

For a vector $\boldsymbol{v}=\left(\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right) \in \mathbb{Z}^{2}$ let us write $\operatorname{right}(\boldsymbol{v}) \stackrel{\text { def }}{=}\left(\boldsymbol{v}_{2},-\boldsymbol{v}_{1}\right)$ and left $(\boldsymbol{v}) \stackrel{\text { def }}{=}\left(-\boldsymbol{v}_{2}, \boldsymbol{v}_{1}\right)$ for the vectors derived by rotating $v$ by $90^{\circ}$ clockwise and anticlockwise, respectively.

Lemma 5.5. Let $\boldsymbol{C} \subseteq \mathbb{Z}^{2}$ be non-empty and $\mathbf{0} \notin \operatorname{cone}(\boldsymbol{C})$. There are two vectors $\boldsymbol{a}, \boldsymbol{b} \in \boldsymbol{C}$ such that

- cone $(\{\boldsymbol{a}, \boldsymbol{b}\})=\operatorname{cone}(C)$,
- for all $\boldsymbol{c} \in \operatorname{cone}(\boldsymbol{C}), \operatorname{left}(\boldsymbol{a}) \cdot \boldsymbol{c} \geq 0$ (i.e. $\boldsymbol{c}$ is between six and twelve o'clock in relation to $\boldsymbol{a}$ ), and
- for all $\boldsymbol{c} \in \operatorname{cone}(\boldsymbol{C}), \operatorname{right}(\boldsymbol{b}) \cdot \boldsymbol{c} \geq 0$ (i.e. $\boldsymbol{c}$ is between zero and six o'clock in relation to $\boldsymbol{b}$ ).

Proof. Consider a subset $C^{\prime} \subseteq C$ of minimum size that spans the same cone as $C$. Assume for contradiction that $\left|C^{\prime}\right|>2$. Then the set contains three vectors $\boldsymbol{x}, \boldsymbol{y}$, and $\boldsymbol{z}$ and because these vectors must be linearly dependent we have $z=\lambda_{1} \boldsymbol{x}+\lambda_{2} \boldsymbol{y}$ for some rationals $\lambda_{1}$ and $\lambda_{2}$. We can assume, without loss of generality, that $\lambda_{1}$ and $\lambda_{2}$ do not have different signs (otherwise we can appropriately rename $\boldsymbol{x}, \boldsymbol{y}$, and $z$ ). If $\lambda_{1}$ and $\lambda_{2}$ are non-negative, $\boldsymbol{C}^{\prime} \backslash\{z\}$ still spans the same cone as $C^{\prime}$ since in any positive combination, $z$ can be replaced by $\lambda_{1} x+\lambda_{2} y$. If however, $\lambda_{1}$ and $\lambda_{2}$ are non-positive, the cone spanned by $C^{\prime}$ contains 0 since $0=z-\lambda_{1} x-\lambda_{2} y$. In both cases we get a contradiction to our assumptions.

So there must indeed be two vectors $\boldsymbol{a}, \boldsymbol{b} \in \boldsymbol{C}$, not necessarily different, that span the same cone as $\boldsymbol{C}$. Observe that $\boldsymbol{b} \cdot \operatorname{left}(\boldsymbol{a})<0 \Longleftrightarrow \boldsymbol{b} \cdot \operatorname{right}(\boldsymbol{a})>0$ because $\operatorname{right}(\boldsymbol{a})=-\operatorname{left}(\boldsymbol{a})$. Further observe that $\boldsymbol{b} \cdot \operatorname{right}(\boldsymbol{a})=\operatorname{left}(\boldsymbol{b}) \cdot \boldsymbol{a}$. Therefore, either $\boldsymbol{b} \cdot \operatorname{left}(\boldsymbol{a}) \geq 0$ or $\boldsymbol{b} \cdot \operatorname{right}(\boldsymbol{a})=\operatorname{left}(\boldsymbol{b}) \cdot \boldsymbol{a} \geq 0$ holds. We assume w.l.o.g. that $\boldsymbol{b} \cdot \operatorname{left}(\boldsymbol{a}) \geq 0$, since otherwise we can swap the names of $\boldsymbol{a}$ and $\boldsymbol{b}$.

Pick any $\boldsymbol{c} \in \boldsymbol{C}$. Since the cone of $\{\boldsymbol{a}, \boldsymbol{b}\}$ contains $\boldsymbol{c}$, there exist $x, y \geq 0$ such that $\boldsymbol{c}=x \boldsymbol{a}+y \boldsymbol{b}$ and therefore

$$
\boldsymbol{c} \cdot \operatorname{left}(\boldsymbol{a})=(x \boldsymbol{a}+y \boldsymbol{b}) \cdot \operatorname{left}(\boldsymbol{a})=x \boldsymbol{a} \cdot \operatorname{left}(\boldsymbol{a})+y \boldsymbol{b} \cdot \operatorname{left}(\boldsymbol{a}) \geq 0,
$$

because $x \boldsymbol{a} \cdot \operatorname{left}(\boldsymbol{a})=0$. Analogously, using $y \boldsymbol{b} \cdot \operatorname{right}(\boldsymbol{b})=0$, we get

$$
\boldsymbol{c} \cdot \operatorname{right}(\boldsymbol{b})=(x \boldsymbol{a}+y \boldsymbol{b}) \cdot \operatorname{right}(\boldsymbol{b})=x \boldsymbol{a} \cdot \operatorname{right}(\boldsymbol{b})+y \boldsymbol{b} \cdot \operatorname{right}(\boldsymbol{b}) \geq 0 .
$$

Lemma 5.6. Let $\boldsymbol{C} \subset \mathbb{Z}^{2}$ be non-empty such that $\mathbf{0} \notin \operatorname{cone}(C)$. There exists a vector $\boldsymbol{p} \in \mathbb{Z}^{2}$ such that $\|\boldsymbol{p}\| \leq 2\|C\|$ and $\boldsymbol{p} \cdot \boldsymbol{c}>0$ for all $\boldsymbol{c} \in \boldsymbol{C}$.

Proof. According to Lemma 5.5 we have vectors $\boldsymbol{a}, \boldsymbol{b} \in \boldsymbol{C}$ such that $\{\boldsymbol{a}, \boldsymbol{b}\}$ spans the same cone as $C$, and for all $\boldsymbol{c} \in C, \operatorname{left}(\boldsymbol{a}) \cdot \boldsymbol{c} \geq 0$ and $\operatorname{right}(\boldsymbol{b}) \cdot \boldsymbol{c} \geq 0$.

If $\boldsymbol{a}$ alone already spans the same cone as $\boldsymbol{C}$, we can choose $\boldsymbol{p}=\boldsymbol{a}$ and are done. Otherwise, $\boldsymbol{a}$ and $\boldsymbol{b}$ are linearly independent and we choose $\boldsymbol{p}=\operatorname{left}(\boldsymbol{a})+\operatorname{right}(\boldsymbol{b})$. Clearly $\|\boldsymbol{p}\| \leq 2\|\boldsymbol{C}\|$. For any $\boldsymbol{c} \in \boldsymbol{C}, \boldsymbol{p} \cdot \boldsymbol{c}=(\operatorname{left}(\boldsymbol{a})+\operatorname{right}(\boldsymbol{b})) \cdot \boldsymbol{c}$. Since $\boldsymbol{a}$ and $\boldsymbol{b}$ are linearly independent, left $(\boldsymbol{a}) \cdot \boldsymbol{c} \neq 0$ or $\operatorname{right}(\boldsymbol{b}) \cdot \boldsymbol{c} \neq 0$ and therefore $(\operatorname{left}(\boldsymbol{a})+\operatorname{right}(\boldsymbol{b})) \cdot \boldsymbol{c}>0$.

Our last lemma dealing with cones gives some additional properties for the structure of the cones when it is known that the cone does not contain some vector. For simplicity, and because it is all we will need later, we focus on the case that $(0,1)$ is not contained in the cone.

Lemma 5.7. Let $\boldsymbol{C} \subset^{f i n} \mathbb{Z}^{2}$ be a finite, non-empty set with $\mathbf{0} \notin C$ and such that $(0,1) \notin \operatorname{cone}(C)$. There is a vector $\boldsymbol{p} \in \mathbb{Z}^{2}$ such that

- $\|\boldsymbol{p}\| \leq\|C\|$,
- $\boldsymbol{p} \cdot(0,1)<0$,
- $\boldsymbol{p} \cdot \boldsymbol{c} \geq 0$ for all $\boldsymbol{c} \in C$, and
- if $\boldsymbol{p}_{1}<0$, then $\operatorname{right}(\boldsymbol{p}) \in \boldsymbol{C}$.

Proof. We distinguish two basic cases based on whether the cone of $C$ contains 0 or not. First suppose the cone of $\boldsymbol{C}$ does not contain $\mathbf{0}$. Then, by Lemma 5.5 , there are vectors $\boldsymbol{a}, \boldsymbol{b} \in \boldsymbol{C}$ such that $\{\boldsymbol{a}, \boldsymbol{b}\}$ spans the same cone as $\boldsymbol{C}$, and for all $\boldsymbol{c} \in \boldsymbol{C}$, $\operatorname{left}(\boldsymbol{a}) \cdot \boldsymbol{c} \geq 0$ and $\operatorname{right}(\boldsymbol{b}) \cdot \boldsymbol{c} \geq 0$. Informally, we have that the cone of $C$ consists of all rational points in the closed acute angle from $a$ anti-clockwise to $\boldsymbol{b}$ except the origin. We now consider the following three subcases.
$a_{1}<0$ and $a_{2}>0$, i.e. $\boldsymbol{a}$ is in the strict top-left quadrant: It is straightforward to check that $\boldsymbol{p}=\operatorname{left}(\boldsymbol{a})$ satisfies the conditions of the lemma.
$\boldsymbol{b}_{1}>0$ and $\boldsymbol{b}_{2}>0$, i.e. $\boldsymbol{b}$ is in the strict top-right quadrant: Similarly, $\boldsymbol{p}=\operatorname{right}(\boldsymbol{b})$ satisfies the conditions of the lemma.
otherwise: Here suppose $\boldsymbol{a}_{2}>0$. Since we are not in the first subcase and $(0,1) \notin \operatorname{cone}(\boldsymbol{C})$, it must be that $\boldsymbol{a}_{1}>0$. Further, since $\boldsymbol{b} \in \boldsymbol{C}$, we have that $0 \leq \operatorname{left}(\boldsymbol{a}) \cdot \boldsymbol{b}=\boldsymbol{a}_{1} \boldsymbol{b}_{2}-\boldsymbol{a}_{2} \boldsymbol{b}_{1}$. From that inequality, not being in the second subcase, and $(0,1) \notin \operatorname{cone}(C)$ again, it follows that $\boldsymbol{b}_{1}<0$. But then $\left(0, a_{1} b_{2}-\boldsymbol{a}_{2} b_{1}\right)=\boldsymbol{a}_{1} \boldsymbol{b}-\boldsymbol{b}_{1} \boldsymbol{a}$ is in cone $(\{\boldsymbol{a}, \boldsymbol{b}\})=$ cone $(\boldsymbol{C})$ which does not contain $\mathbf{0}$, so $\boldsymbol{a}_{1} \boldsymbol{b}_{2}-\boldsymbol{a}_{2} \boldsymbol{b}_{1}>0$, and hence also $(0,1) \in \operatorname{cone}(\boldsymbol{C})$, which is a contradiction.
Thus $\boldsymbol{a}_{2} \leq 0$, and by a symmetric argument, $\boldsymbol{b}_{2} \leq 0$ as well. It is now easy to see that $\boldsymbol{p}=(0,-1)$ satisfies the conditions of the lemma.
We now move to the second case in which we assume that the cone of $C$ does contain 0 . Then there are two vectors $\boldsymbol{a}, \boldsymbol{b} \in \boldsymbol{C}$ such that $\boldsymbol{a}+\lambda \boldsymbol{b}=\mathbf{0}$ for some positive rational $\lambda$. This is because if $\mathbf{0}$ could only be expressed with three or more vectors, according to Lemma 5.4, ( 0,1 ) would also be in the cone of $C$.

Observe that either $\boldsymbol{a}_{1}<0$ or $\boldsymbol{b}_{1}<0$, since otherwise we would need to have $\boldsymbol{a}_{1}=0$ and $\boldsymbol{b}_{1}=0$, which would imply that $(0,1) \in \operatorname{cone}(\boldsymbol{C})$. Without loss of generality let $\boldsymbol{a}_{1}<0$. We choose $\boldsymbol{p}=\operatorname{left}(\boldsymbol{a})$.

The only condition of the lemma not trivially met is that $\boldsymbol{p} \cdot \boldsymbol{c} \geq 0$ for all $\boldsymbol{c} \in C$. Assume that there is a $\boldsymbol{c} \in C$ such that $\operatorname{left}(\boldsymbol{a}) \cdot \boldsymbol{c}<0$. Then $\boldsymbol{c}_{1} \boldsymbol{a}_{2}-\boldsymbol{a}_{1} \boldsymbol{c}_{2}>0$. If $\boldsymbol{c}_{1} \geq 0,(0,1)$ would be in the cone of $C$ since it can be expressed as $\left(\boldsymbol{c}_{1} \cdot \boldsymbol{a}-\boldsymbol{a}_{1} \cdot \boldsymbol{c}\right) /\left(\boldsymbol{c}_{1} \boldsymbol{a}_{2}-\boldsymbol{a}_{1} \boldsymbol{c}_{2}\right)$. Otherwise $(0,1)$ would also be in the cone of $C$ since it can be expressed as $\left(\boldsymbol{b}_{1} \cdot \boldsymbol{c}-\boldsymbol{c}_{1} \cdot \boldsymbol{b}\right) /\left(\boldsymbol{b}_{1} \boldsymbol{c}_{2}-\boldsymbol{c}_{1} \boldsymbol{b}_{2}\right)$, where $\boldsymbol{b}_{1}=-\lambda \boldsymbol{a}_{1}>0$ and $b_{1} c_{2}-c_{1} b_{2}=\lambda\left(c_{1} a_{2}-a_{1} c_{2}\right)>0$. Either way, we have a contradiction.

Moving from rational cones to paths of SLPSs, our remaining two lemmas pin down some relatively basic properties of SLPS paths in which some cycles are repeated 'many' times: firstly, if all those cycles are contained in a half-plane, then the effect of the path must point roughly in the same direction (we have a strict and a non-strict version here, cf. Figure 11); secondly, if the path when started at a point remains sufficiently far from both axes (i.e. respects a sufficiently wide margin), then it can be shortened admissibly by a range of multiples of any small vector that is in the cone spanned by the 'often' repeated cycles.

Observe that it is possible that the same path through a linear path scheme $\alpha_{0} \beta_{1}^{*} \alpha_{1} \beta_{2}^{*} \ldots \beta_{k}^{*} \alpha_{k}$ can be written as $\alpha_{0} \beta_{1}^{n_{1}} \alpha_{1} \beta_{2}^{n_{2}} \ldots \beta_{k}^{n_{k}} \alpha_{k}$ for several different tuples of naturals $n_{1}, n_{2}, \ldots, n_{k}$. To avoid ambiguity, from now on, we assume that every such path is not simply a sequence of transitions, but is given by some such tuple of naturals.

Definition 5.8. Let $\Lambda=\alpha_{0} \beta_{1}^{*} \alpha_{1} \beta_{2}^{*} \ldots \beta_{k}^{*} \alpha_{k}$ be an SLPS and $\pi \in \Lambda$ a path. We write

$$
\operatorname{cycles}_{\geq B}(\Lambda, \pi) \subseteq\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{k}\right\}
$$

for the set of all cycles of $\Lambda$ that are repeated in $\pi$ at least $B$ times.
Lemma 5.9. Suppose that $\Lambda$ is a simple linear path scheme with $k$ cycles and $\pi \in \Lambda$ a path. For all $B \in \mathbb{N}$ and $\boldsymbol{p} \in \mathbb{Z}^{2}$ :
(1) if $\boldsymbol{p} \cdot \boldsymbol{a}>0$ for all $\boldsymbol{a} \in \operatorname{cycles}_{\geq B}(\Lambda$, $\pi)$, then $\boldsymbol{p} \cdot$ effect $(\pi) \geq|\pi|-(k \cdot B+1)(2\|\Lambda\|\|\boldsymbol{p}\|+1)$;
(2) if $\boldsymbol{p} \cdot \boldsymbol{a} \geq 0$ for all $\boldsymbol{a} \in \operatorname{cycles}_{\geq B}(\Lambda, \pi)$, then $\boldsymbol{p} \cdot \operatorname{effect}(\pi) \geq-(k B+1)(2\|\Lambda\|\|\boldsymbol{p}\|)$.

Proof. The effect of $\pi$ can be decomposed as effect $(\pi)=\boldsymbol{v}+\boldsymbol{b}$, where $\boldsymbol{v}$ is the combined effect of those cycles occurring at least $B$ times and $\boldsymbol{b}$ is the rest. Hence $\boldsymbol{v}$ is a linear combination $\boldsymbol{v}=\sum_{i=1}^{\ell} \boldsymbol{a}^{(i)}$, where $\boldsymbol{a}^{(i)} \in \operatorname{cycles}_{\geq B}(\Lambda, \pi)$ and $\boldsymbol{b}$ is the effect of a path of length $|\pi|-\ell \leq k(B-1)+(k+1)=k B+1$. We can therefore estimate

$$
\begin{equation*}
\boldsymbol{p} \cdot \boldsymbol{b} \geq-2(k B+1)\|\Lambda\|\|\boldsymbol{p}\| . \tag{9}
\end{equation*}
$$

If $\boldsymbol{p} \cdot \boldsymbol{a}>0$ for all $\boldsymbol{a} \in$ cycles $_{\geq B}(\Lambda, \pi)$ then

$$
\begin{equation*}
\boldsymbol{p} \cdot \boldsymbol{v}=\sum_{i=1}^{\ell} \boldsymbol{p} \cdot \boldsymbol{a}^{(i)} \geq \ell \geq|\pi|-(k B+1) . \tag{10}
\end{equation*}
$$

Claim one of the lemma now follows by Equations (9) and (10), and because $\boldsymbol{p} \cdot$ effect $(\pi)=\boldsymbol{p} \cdot \boldsymbol{v}+\boldsymbol{p} \cdot \boldsymbol{b}$.
For claim two observe that if $\boldsymbol{p} \cdot \boldsymbol{a} \geq 0$ for all $\boldsymbol{a} \in \operatorname{cycles}_{\geq B}(\Lambda, \pi)$, then $\boldsymbol{p} \cdot \boldsymbol{v}=\sum_{i=1}^{\ell} \boldsymbol{p} \cdot \boldsymbol{a}^{(i)} \geq 0$.
Definition 5.10. Let $\pi=\alpha_{0} \beta_{1}^{n_{1}} \alpha_{1} \beta_{2}^{n_{2}} \cdots \beta_{k}^{n_{k}} \alpha_{k}$ and $\pi^{\prime}=\alpha_{0} \beta_{1}^{n_{1}^{\prime}} \alpha_{1} \beta_{2}^{n_{2}^{\prime}} \cdots \beta_{k}^{n_{k}^{\prime}} \alpha_{k}$ be paths of an SLPS $\Lambda$ over the VASS ( $Q, T$ ), and $\boldsymbol{e} \in \mathbb{Z}^{2}$ some vector. Then $\pi^{\prime}$ is called a shortening of $\pi$ by $\boldsymbol{e}$ if $\left(n_{1}^{\prime}, n_{2}^{\prime}, \ldots, n_{k}^{\prime}\right)<\left(n_{1}, n_{2}, \ldots, n_{k}\right)$ and $\operatorname{effect}\left(\pi^{\prime}\right)=\operatorname{effect}(\pi)-\boldsymbol{e}$.

Lemma 5.11. Let $\Lambda$ be an SLPS such that $\|\Lambda\|>0, N \in \mathbb{N}$ and $\mathbb{D} \stackrel{\text { def }}{=}\left(\mathbb{N}_{\geq 6\|\Lambda\| \|^{3} N}\right)^{2}$. Suppose that $\pi \in \Lambda$ is $a \mathbb{D}$-run from some point $\boldsymbol{s}$, and $\boldsymbol{c} \in \mathbb{Z}^{2}$ is a vector such that

- $\|\boldsymbol{c}\| \leq\|\Lambda\|$ and
- the cone of cycles $_{\geq 2\|\Lambda\|^{2} N}(\Lambda, \pi)$ contains $\boldsymbol{c}$.

Then there exists $\gamma \in\left\{1, \ldots, 2\|\Lambda\|^{2}\right\}$ such that, for all $n \in\{1, \ldots, N\}, \pi$ has a shortening by $n \gamma \mathbf{c}$ which is admissible from s .

Proof. Let $\boldsymbol{C} \stackrel{\text { def }}{=} \operatorname{cycles}_{\geq 2\|\Lambda\|^{2} N}(\Lambda, \pi)$. We claim that $\gamma \boldsymbol{c}=\lambda_{1} \boldsymbol{a}^{(1)}+\cdots+\lambda_{j} \boldsymbol{a}^{(j)}$ for some $j \in\{1,2,3\}$, $\boldsymbol{a}^{(1)}, \ldots, \boldsymbol{a}^{(j)} \in C$ and $\gamma, \lambda_{1}, \ldots, \lambda_{j} \in\left\{1, \ldots, 2\|\Lambda\|^{2}\right\}$. If $\boldsymbol{c}=\mathbf{0}$, this directly follows from Lemma 5.4. Otherwise, according to Lemma 5.5, there must be two vectors $\boldsymbol{a}^{(1)}, \boldsymbol{a}^{(2)} \in C$ such that the cone spanned by $\left\{\boldsymbol{a}^{(1)}, \boldsymbol{a}^{(2)}\right\}$ contains $\boldsymbol{c}$ but not $\mathbf{0}$. Then the claim follows by Lemma 5.4 applied to the set $\left\{-\boldsymbol{c}, \boldsymbol{a}^{(1)}, \boldsymbol{a}^{(2)}\right\}$.

Now, we can subtract $n \gamma \boldsymbol{c}$ from the effect of $\pi$ by deleting $n \lambda_{i}$ occurrences of the cycle $\boldsymbol{a}^{(i)}$ for all $i \in\{1, \ldots, j\}$. Any such shortening $\pi^{\prime}$ is admissible from $s$ because, for any point visited by $\pi$, the differences between its coordinates and the coordinates of the corresponding point visited by $\pi^{\prime}$ are at most $6\|\Lambda\|^{3} n$.

### 5.2 Reachability Witnesses in Simple Linear Path Schemes

Equipped with the lemmas from the previous subsection, we now focus on proving Theorem 5.1, which states that minimal runs of SLPSs from the origin to the origin only visit pseudo-polynomially bounded points.

We shall basically argue by contradiction, i.e. prove that every run from $\mathbf{0}$ to $\mathbf{0}$ that visits a point whose norm exceeds a pseudo-polynomial bound can be shortened while maintaining its initial and final points, and its admissibility.


Fig. 11. Illustration of Lemma 5.9: The vectors in $\operatorname{cycles}_{\geq B}(\Lambda, \pi)$ are colored in $\square$, the direction vector $\boldsymbol{p}$ is colored in . Left: case (1). If all cycles make strict progress in the direction of $\boldsymbol{p}$, then so does the path $\pi$. Right: case (2). If in the direction of $\boldsymbol{p}$ no cycle effect is negative, then the effect of $\pi$ can be lower-bounded (will end in the shaded area).

Most of the work is in obtaining the following four lemmas, which provide progressively more sophisticated tools for shortening runs whose final points have small first coordinates and large second coordinates, i.e. that have climbed up high to a point close to the vertical axis. The shortenings need to preserve admissibility, but their effect may be to move the final point vertically down by some amount.
In the first lemma below, $\Lambda$ is to be viewed as a fragment of an SLPS that we are ultimately interested in, and $M$ is a parameter which in applications of the lemma will be instantiated to relatively small pseudo-polynomial expressions. Like in most of the subsequent lemmas here, $M$ is used as the width of a 'margin', i.e. points that have one or both coordinates less than $M$ are thought of as 'near' one or both axes. In that terminology, the lemma states that every run that stays near the vertical axis but far from the horizontal axis, and climbs up a long way (by more than $\left.\left(|\Lambda|_{*} M+1\right)\|\Lambda\|\right)$, can be shortened by a vertical vector ( $0, n \gamma$ ) (cf. Figure 12 on the left). Significantly, in the latter expression ( $0, n \gamma$ ), both $\gamma$ and $n$ have small bounds, but $\gamma$ is quantified existentially followed by $n$ quantified universally. The lemma thus provides a range of admissible shortenings of the run: all scalar multiples of some small vertical vector $(0, \gamma)$, up to some small bound for $n$.

The subsequent three lemmas will similarly provide ranges of shortenings that consist of all bounded scalar multiples of some bounded vertical vector. The reason is that, ultimately in the proof of Theorem 5.1, these lemmas will be applied both to a subrun that climbs up to a high point close to a vertical axis, and to the reversal of a continuing subrun that climbs down from the same high point. If the former subrun can be shortened by $(0, n \gamma)$ and the latter reversed subrun by ( $0, n^{\prime} \gamma^{\prime}$ ), where the bounds on the universally quantified $n$ and $n^{\prime}$ allow them to be set to the existentially quantified $\gamma^{\prime}$ and $\gamma$ (respectively), then both can be shortened by $\left(0, \gamma \gamma^{\prime}\right)$, resulting in a composite shortening that moves the high point vertically down by $\gamma \gamma^{\prime}$ but maintains the initial and final points of the overall run as well as its admissibility.

Lemma 5.12. Let $\Lambda$ be an SLPS with $k$ cycles, $M \geq\|\Lambda\|$ and $\mathbb{D} \stackrel{\text { def }}{=} \mathbb{N}_{<M} \times \mathbb{N}_{\geq M}$. Suppose that $\pi \in \Lambda$ is a $\mathbb{D}$-run from point $\boldsymbol{s}$ to point $\boldsymbol{t}$ such that $(\boldsymbol{t}-\boldsymbol{s})_{2}>(k M+1)\|\Lambda\|$. Then there is a $\gamma \in\{1, \ldots,\|\Lambda\|\}$ such that, for all $n \in\{1, \ldots,\lfloor M / \gamma\rfloor\}, \pi$ has a shortening by $(0, n \gamma)$ which is admissible from $\boldsymbol{s}$.

Proof. There is a cycle $\boldsymbol{c}$ in $\pi$ that is repeated at least $M$ times. Otherwise, for the effect of $\pi$, $\|t-\boldsymbol{s}\| \leq((k+1)+k \cdot(M-1)) \cdot\|\Lambda\|=(k M+1)\|\Lambda\|$, which contradicts the assumption of the lemma. Let $\boldsymbol{u}$ and $\boldsymbol{v}$ be the points visited right before the first, and right after the last repetitions of the cycle $\boldsymbol{c}$, respectively. The first coordinate of $\boldsymbol{c}$ is 0 since otherwise $\left|(\boldsymbol{u}-\boldsymbol{v})_{1}\right| \geq M$, which



Fig. 12. Illustrations of Lemma 5.12 (left) and Lemma 5.13 (right).
contradicts that we assumed a $\mathbb{D}$-run. Therefore $\boldsymbol{c}=(0, \gamma)$ for some $\gamma \in\{1, \ldots,\|\Lambda\|\}$ and thus, $\pi$ has a shortening by $(0, n \gamma)$ for all $n \in\{1, \ldots,\lfloor M / \gamma\rfloor\}$. This shortening is admissible since it does not affect the first coordinate of any point visited, only decreases the second coordinates by at most $\lfloor M / \gamma\rfloor \cdot \gamma \leq M$, and all visited points have a second coordinate value of at least $M$ prior to the shortening.

The second lemma is also about runs that climb up a long way. In contrast to the previous lemma, the run is assumed to remain far from both axes (by a margin that depends on the parameter $N$ ), and the shortenings identified in the proof will be provided by Lemma 5.11 and so in general involve more than one cycle. The assumption on the effect $t-\boldsymbol{s}$ says that the climb is 'long and almost vertical', more precisely that it leads from $s$ to a point in the interior of the angle rooted at $s+\left(0,\left(4|\Lambda|_{*} N+2\right)\|\Lambda\|^{4}\right)$ and with rays determined relatively by $(1,\|\Lambda\|)$ and $(-1,\|\Lambda\|)$ (cf. Figure 12 on the right). We remark that restricting $\lambda$ to range over $\{-\|\Lambda\|,\|\Lambda\|\}$ would not change the assumption.

Lemma 5.13. Let $\Lambda$ be an SLPS with $k$ cycles, $N \in \mathbb{N}$ and $\mathbb{D} \stackrel{\text { def }}{=}\left(\mathbb{N}_{\geq 6\|\Lambda\| \|^{3} N}\right)^{2}$. Suppose that $\pi \in \Lambda$ is $a \mathbb{D}$-run from point $\boldsymbol{s}$ to point $\boldsymbol{t}$ such that for all $\lambda \in[-\|\Lambda\|,\|\Lambda\|]$,

$$
(\lambda, 1) \cdot(\boldsymbol{t}-\boldsymbol{s})>(4 k N+2)\|\Lambda\|^{4} .
$$

Then $(0,1)$ is in the cone of $\operatorname{cycles}_{\geq 2\|\Lambda\|^{2} N}(\Lambda, \pi)$ and there exists $\gamma \in\left\{1, \ldots, 2\|\Lambda\|^{2}\right\}$ such that, for all $n \in\{1, \ldots, N\}, \pi$ has a shortening by $(0, n \gamma)$ which is admissible from $s$.

Proof. Note that, by taking $\lambda=0$ in the last assumption of the lemma, we have in particular $(t-s)_{2}>0$.

Let $C=\operatorname{cycles}_{\geq 2\|\Lambda\|^{2} N}(\Lambda, \pi)$. Assume for contradiction that $(0,1)$ is not in the cone of $C \backslash\{0\}$. Then, due to Lemma 5.7, there exists $\boldsymbol{p} \in \mathbb{Z}^{2}$ such that $\|\boldsymbol{p}\| \leq\|\Lambda\|, \boldsymbol{p} \cdot(0,1)<0$, and $\boldsymbol{p} \cdot \boldsymbol{a} \geq 0$ for all $\boldsymbol{a} \in \boldsymbol{C}$. This implies $\boldsymbol{p}_{2}<0$ and therefore

$$
-\boldsymbol{p} \cdot(\boldsymbol{t}-\boldsymbol{s}) \geq\left(-\boldsymbol{p}_{1}, 1\right) \cdot(\boldsymbol{t}-\boldsymbol{s})>(4 k N+2)\|\Lambda\|^{4} .
$$

But, by Lemma 5.9 (2),

$$
\begin{aligned}
\boldsymbol{p} \cdot(\boldsymbol{t}-\boldsymbol{s}) & \geq-\left(k 2\|\Lambda\|^{2} N+1\right)\left(2\|\Lambda\|^{2}\right) \\
& \geq-(4 k N+2)\|\Lambda\|^{4} .
\end{aligned}
$$

Therefore, $(0,1)$ must be in the cone of $C$, and we conclude by Lemma 5.11.


Fig. 13. Illustrations of Lemma 5.14 (left) and Lemma 5.15 (right). The latter features cycle vectors $\boldsymbol{v}$ and $\boldsymbol{w}$ that occur in the proof and whose cone includes the unit vector $(0,1)$.

The next lemma builds on the previous two, and considers runs that start near the horizontal axis, after the first transition remain far from the horizontal axis, and finish very high near the vertical axis. Their two parts are analysed, before and after visiting for the first time a point ( $t^{\prime}$ ) near the vertical axis, and there are two cases (cf. Figure 13 on the left):

- If either the vertical distance between $t^{\prime}$ and the final point is large, or $(0,1)$ is in the cone spanned by the cycles that are repeated many times on the way from the initial point to $t^{\prime}$, then the lemma provides a bounded range of shortenings of the run by vertical vectors. The former subcase here is harder because the run may move out of and back into the vertical margin many times, but it is handled in the proof by arguing that either Lemma 5.12 or Lemma 5.13 is applicable to a segment.
- Otherwise, the lemma asserts that there must exist a cycle which is repeated many times before visiting $t^{\prime}$, whose vector is in the interior of the upper left-hand quadrant, and whose angle (anti-clockwise from the positive horizontal axis) is not much greater than the angle of the effect of the run (i.e. the vector from the initial point to the final point).

Lemma 5.14. Suppose we have an SLPS $\Lambda$ with $k>0$ cycles and $N, M \in \mathbb{N}$ with $M \geq 6\|\Lambda\|^{3} N$. Let $\pi \in \Lambda$ be a run from point s to point $\boldsymbol{t}$ such that

- $\boldsymbol{s}_{1} \geq 0, s_{2}<M$,
- all points visited by $\pi$ after $s$ are in $\left(\mathbb{N} \times \mathbb{N}_{\geq M}\right)$, and
- $\boldsymbol{t}_{1}<M, \boldsymbol{t}_{2} \geq 12(k+1)(M+1)\|\Lambda\|^{4}$.

Let $\pi^{\prime}$ be the shortest nonempty prefix of $\pi$ whose final point $\boldsymbol{t}^{\prime}$ satisfies $\boldsymbol{t}_{1}^{\prime}<M$. Suppose that $\left|\pi^{\prime}\right| \geq 2$. Then let $\pi^{\dagger}$ be $\pi^{\prime}$ without its first and last transitions, let $\Lambda^{\dagger}$ be an SLPS one of whose paths is $\pi^{\dagger}$ and whose length and norm are at most those of $\Lambda$, and let $C=\operatorname{cycles}_{\geq 2\|\Lambda\|^{2} N}\left(\Lambda^{\dagger}, \pi^{\dagger}\right)$.
(1) If $\left(\boldsymbol{t}-\boldsymbol{t}^{\prime}\right)_{2}>6(k+1)(M+1)\|\Lambda\|^{4}$ or $(0,1)$ is in the cone of $C$, then there exists $\gamma \in\left\{1, \ldots, 2\|\Lambda\|^{2}\right\}$ such that, for all $n \in\{1, \ldots, N\}$, $\pi$ has a shortening by $(0, n \gamma)$ which is admissible from $s$.
(2) Otherwise, there exists $\boldsymbol{v} \in \boldsymbol{C} \cap\left(\mathbb{Z}_{<0} \times \mathbb{Z}_{>0}\right)$ such that left $(\boldsymbol{v}) \cdot\left(\boldsymbol{s}_{1},-\boldsymbol{t}_{2}\right)<7(k+2)(M+1)\|\Lambda\|^{5}$.

Proof. We note that, from the first two bullet points in the lemma, we have $M>0$ and $\|\Lambda\|>0$. If $\left(\boldsymbol{t}-\boldsymbol{t}^{\prime}\right)_{2}>6(k+1)(M+1)\|\Lambda\|^{4}$, let $\pi^{\prime \prime}$ be the rest of $\pi$ after $\pi^{\prime}$, i.e., the portion of $\pi$ that starts at $\boldsymbol{t}^{\prime}$ and ends at $\boldsymbol{t}$. Then partition $\pi^{\prime \prime}$ into segments that visit only points in $\mathbb{N}<M \times \mathbb{N}$ and segments for which all intermediate points are outside that set. Call these segments $y$-axis-close
and $y$-axis-far, respectively. In the following we argue that either Lemma 5.12 applies to one of the former segments, or Lemma 5.13 applies to one of the latter segments.

Let $\ell$ be the total number of segments and, for $i \in[1, \ell-1]$, let $\boldsymbol{a}^{(i)}$ be the endpoint of the $i$-th segment and the start point of the $(i+1)$-th segment. Note that a path from an SLPS with at most $k$ cycles will be split into at most $2(k+1)$ segments and therefore $\ell \leq 2(k+1)$. For convenience, define $\boldsymbol{a}^{(0)}$ to be $\boldsymbol{t}^{\prime}$ and $\boldsymbol{a}^{(\ell)}$ to be $\boldsymbol{t}$.

Each segment corresponds to an SLPS that is a fragment of the original SLPS. Let the SLPS fragment of the $i$-th segment contain $k_{i}$ cycles. Note that each of the cycles in the original SLPS can only be part of two different segments. Therefore, $\sum k_{i} \leq 2 k$. Since

$$
\begin{aligned}
\sum_{i=1}^{\ell}\left(\boldsymbol{a}^{(i)}-\boldsymbol{a}^{(i-1)}\right)_{2} & =\left(\boldsymbol{t}-\boldsymbol{t}^{\prime}\right)_{2} \\
& >6(k+1)(M+1)\|\Lambda\|^{4} \\
& =4(k+1) M\|\Lambda\|^{4}+2(k+1)(M+1)\|\Lambda\|^{4}+4(k+1)\|\Lambda\|^{4} \\
& >2 k M\|\Lambda\|+2(k+1)(M+1)\|\Lambda\|+4(k+1)\|\Lambda\|^{4},
\end{aligned}
$$

there must be a segment $i$, going from $\boldsymbol{a}^{(i-1)}$ to $\boldsymbol{a}^{(i)}$, for which

$$
\left(\boldsymbol{a}^{(i)}-\boldsymbol{a}^{(i-1)}\right)_{2}>\left(k_{i} M+M+1\right)\|\Lambda\|+2\|\Lambda\|^{4} .
$$

If this segment $i$ is $y$-axis-close, we observe that $\left(\boldsymbol{a}^{(i)}-\boldsymbol{a}^{(i-1)}\right)_{2}>\left(k_{i} M+1\right)\|\Lambda\|$ and therefore Lemma 5.12 applies to it. If this segment $i$ is $y$-axis-far then

$$
\begin{aligned}
\left(\boldsymbol{a}^{(i)}-\boldsymbol{a}^{(i-1)}\right)_{2} & >\left(k_{i} 6 N\|\Lambda\|^{3}+M+1\right)\|\Lambda\|+2\|\Lambda\|^{4} \\
& >\left(k_{i} 4 N+2\right)\|\Lambda\|^{4}+2\|\Lambda\|+M\|\Lambda\|,
\end{aligned}
$$

since $M \geq 6\|\Lambda\|^{3} N$.
Now consider the point $\boldsymbol{a}^{(i-1)^{\prime}}$ visited right after $\boldsymbol{a}^{(i-1)}$ and the point $\boldsymbol{a}^{(i)^{\prime}}$ visited right before $\boldsymbol{a}^{(i)}$ and consider the path between $\boldsymbol{a}^{(i-1)}$ and $\boldsymbol{a}^{(i)}$ without the first and last vector. Note that $\boldsymbol{a}_{1}^{(i-1)^{\prime}}, \boldsymbol{a}_{1}^{(i)^{\prime}} \in[M, M+\|\Lambda\|)$ and hence $\left|\left(\boldsymbol{a}^{(i)^{\prime}}-\boldsymbol{a}^{(i-1)^{\prime}}\right)_{1}\right| \leq\|\Lambda\|<M$. Therefore, we have that $(\lambda, 1) \cdot\left(\boldsymbol{a}^{(i)^{\prime}}-\boldsymbol{a}^{(i-1)^{\prime}}\right)>\left(k_{i} 4 N+2\right)\|\Lambda\|^{4}$ for all $\lambda \in[-\|\Lambda\|,\|\Lambda\|]$ and hence Lemma 5.13 applies to this subpath, going from $\boldsymbol{a}^{(i-1)^{\prime}}$ to $\boldsymbol{a}^{(i)^{\prime}}$.
Note that the section of $\pi$ going from $\boldsymbol{s}$ to $\boldsymbol{a}^{(i-1)}$ (or $\boldsymbol{a}^{(i-1)^{\prime}}$, respectively) is still admissible after the shortening carried out through Lemma 5.12 or Lemma 5.13. The shortened segment $i$ is also admissible due to these lemmas. The section of $\pi$ that started at $\boldsymbol{a}^{(i)}$ prior to the shortening is also admissible since the first coordinate of the corresponding points is not changed and the second coordinate is decreased by at most $N 2\|\Lambda\|^{2}<M$. Moreover, the second coordinate of all the points prior to the shortening was at least $M$.

In the remainder of the proof, assume

$$
\left(\boldsymbol{t}-\boldsymbol{t}^{\prime}\right)_{2} \leq 6(k+1)(M+1)\|\Lambda\|^{4}
$$

and consequently, since $\boldsymbol{t}_{2} \geq 12(k+1)(M+1)\|\Lambda\|^{4}$, that

$$
\boldsymbol{t}_{2}^{\prime} \geq 6(k+1)(M+1)\|\Lambda\|^{4} .
$$

Then $\left|\pi^{\prime}\right| \geq 2$, so $\pi^{\dagger}, \Lambda^{\dagger}$ and $C$ are well defined. Let $\boldsymbol{s}^{\dagger}$ be the first point visited by $\pi^{\prime}$ after $\boldsymbol{s}$, and let $\boldsymbol{t}^{\dagger}$ be the final point of $\pi^{\dagger}$ from $\boldsymbol{s}^{\dagger}$. Observe that $\boldsymbol{s}_{1}^{\dagger} \geq 0, \boldsymbol{s}_{2}^{\dagger}<M+\|\Lambda\|, \boldsymbol{t}_{1}^{\dagger}<M+\|\Lambda\|$, and $\boldsymbol{t}_{2}^{\dagger} \geq 6(k+1)(M+1)\|\Lambda\|^{4}-\|\Lambda\|$. In particular, $\boldsymbol{t}_{2}^{\dagger}-\boldsymbol{s}_{2}^{\dagger}>5(k+1)(M+1)\|\Lambda\|^{4}$, so $C \backslash\{0\}$ must be non-empty, since otherwise we would have $\boldsymbol{t}_{2}^{\dagger}-s_{2}^{\dagger} \leq\left(2 k N\|\Lambda\|^{2}+1\right)\|\Lambda\|<2(k+1)(M+1)\|\Lambda\|^{3}$.

If $(0,1)$ is in the cone of $\boldsymbol{C}$, we are done by Lemma 5.11 applied to $\pi^{\dagger}$ from $\boldsymbol{s}^{\dagger}$, which visits only points in $\left(\mathbb{N}_{\geq M}\right)^{2}$. Note that all points of $\pi$ after $\boldsymbol{s}$ have a second coordinate of at least $M$. Therefore, the shortening due to Lemma 5.11 can also be applied to $\pi$ and results in an admissible path from $\boldsymbol{s}$.

If $(0,1)$ is not in the cone of $\boldsymbol{C} \backslash\{\boldsymbol{0}\}$ then Lemma 5.7 provides a vector $\boldsymbol{v} \in \mathbb{Z}^{2}$ such that $\|\boldsymbol{v}\| \leq\|\Lambda\|$, $\operatorname{left}(\boldsymbol{v}) \cdot(0,1)<0, \operatorname{left}(\boldsymbol{v}) \cdot \boldsymbol{a} \geq 0$ for all $\boldsymbol{a} \in \boldsymbol{C}$, and such that $\boldsymbol{v}_{2}>0$ implies $\boldsymbol{v} \in \boldsymbol{C}$. Hence, $\boldsymbol{v}_{1}<0$ and Lemma 5.9 (2) gives us

$$
\begin{equation*}
\operatorname{left}(\boldsymbol{v}) \cdot\left(\boldsymbol{t}^{\dagger}-\boldsymbol{s}^{\dagger}\right) \geq-\left(2 k N\|\Lambda\|^{2}+1\right)\left(2\|\Lambda\|^{2}\right) \geq-2 k(2 N+1)\|\Lambda\|^{4} . \tag{11}
\end{equation*}
$$

But then $\boldsymbol{v}_{2}>0$, since the contrary would contradict Equation 11 as follows:

$$
\begin{aligned}
\operatorname{left}(\boldsymbol{v}) \cdot\left(\boldsymbol{t}^{\dagger}-\boldsymbol{s}^{\dagger}\right) & =-\boldsymbol{v}_{2}\left(\boldsymbol{t}_{1}^{\dagger}-\boldsymbol{s}_{1}^{\dagger}\right)+\boldsymbol{v}_{1}\left(\boldsymbol{t}_{2}^{\dagger}-\boldsymbol{s}_{2}^{\dagger}\right) \\
& <-\boldsymbol{v}_{2}(M+\|\Lambda\|)+\boldsymbol{v}_{1}\left(6(k+1)(M+1)\|\Lambda\|^{4}-M-2\|\Lambda\|\right) \\
& \leq\|\Lambda\|(M+\|\Lambda\|)-\left(6(k+1)(M+1)\|\Lambda\|^{4}-M-2\|\Lambda\|\right) \\
& \leq-6(k+1)(M+1)\|\Lambda\|^{4}+\|\Lambda\|^{2}+2\|\Lambda\|+M\|\Lambda\|+M \\
& \leq(-6 k(M+1)-6(M+1)+3+2 M)\|\Lambda\|^{4} \\
& \leq-6 k(M+1)\|\Lambda\|^{4} \\
& \leq-2 k(2 N+1)\|\Lambda\|^{4},
\end{aligned}
$$

where the last step follows since $M \geq 6\|\Lambda\|^{3} N$. Hence $\boldsymbol{v} \in C$.
Recalling $\left(\boldsymbol{t}^{\dagger}-\boldsymbol{s}^{\dagger}\right)_{1} \geq-\boldsymbol{s}_{1}^{\dagger} \geq-\boldsymbol{s}_{1}-\|\Lambda\|$ and

$$
\begin{aligned}
\left(\boldsymbol{t}^{\dagger}-\boldsymbol{s}^{\dagger}\right)_{2} & \geq\left(\boldsymbol{t}^{\prime}-\boldsymbol{s}\right)_{2}-2\|\Lambda\| \\
& \geq \boldsymbol{t}_{2}-\left(\boldsymbol{t}-\boldsymbol{t}^{\prime}\right)_{2}-M-2\|\Lambda\| \\
& \geq \boldsymbol{t}_{2}-6(k+1)(M+1)\|\Lambda\|^{4}-M-2\|\Lambda\| \\
& \geq \boldsymbol{t}_{2}-6(k+2)(M+1)\|\Lambda\|^{4},
\end{aligned}
$$

we conclude using $M \geq 5 N+1$ that

$$
\begin{aligned}
\operatorname{left}(\boldsymbol{v}) \cdot\left(\boldsymbol{s}_{1},-\boldsymbol{t}_{2}\right) & \leq\left(-\boldsymbol{v}_{2}, \boldsymbol{v}_{1}\right) \cdot\left(\boldsymbol{s}^{\dagger}-\boldsymbol{t}^{\dagger}-\left(\|\Lambda\|, 6(k+2)(M+1)\|\Lambda\|^{4}\right)\right) \\
& \leq 2 k(2 N+1)\|\Lambda\|^{4}+\boldsymbol{v}_{2}\|\Lambda\|-\boldsymbol{v}_{1} 6(k+2)(M+1)\|\Lambda\|^{4} \\
& \leq 2 k(2 N+1)\|\Lambda\|^{4}+\|\Lambda\|^{2}+6(k+2)(M+1)\|\Lambda\|^{5} \\
& \leq(k(4 N+2)+1+6(k+2)(M+1))\|\Lambda\|^{5} \\
& <7(k+2)(M+1)\|\Lambda\|^{5} .
\end{aligned}
$$

Our final lemma that focusses on runs whose final points have small first coordinates and large second coordinates is the most powerful. It considers runs that start and finish near the vertical axis, but which perform a 'zig-zag' by getting near the horizontal axis, and whose final point is very high and higher than the initial point. In the statement, the runs are split into two parts: before ( $\rho$ ) and after $(\pi)$ visiting a point $s$ which is near the horizontal axis. The lemma assumes that $\rho$ after its first transition remains far from the vertical axis, and that $\pi$ after its first transition remains far from the horizontal axis. An illustration is in Figure 13 on the right.

Lemma 5.15. Suppose we have an SLPS $\Lambda$ with $k>0$ cycles and $N, M \in \mathbb{N}$ with $M \geq 8\|\Lambda\|^{4} N$. Let $\rho \pi \in \Lambda$ be a run consisting of a prefix $\rho$ from point $\boldsymbol{r}$ to point $\boldsymbol{s}$ and a suffix $\pi$ from point $\boldsymbol{s}$ to point $\boldsymbol{t}$ such that

- $\boldsymbol{r}_{1}<M, \boldsymbol{r}_{2} \geq 0$,
- $\boldsymbol{s}_{1} \geq 0, \boldsymbol{s}_{2}<M$,
- $\boldsymbol{t}_{1}<M, \boldsymbol{t}_{2} \geq 19(k+2)(M+1)\|\Lambda\|^{6}, \boldsymbol{t}_{2} \geq \boldsymbol{r}_{2}$,
- all points visited by $\rho$ after $\boldsymbol{r}$ are in $\mathbb{N}_{\geq M} \times \mathbb{N}$, and
- all points visited by $\pi$ after $s$ are in $\mathbb{N} \times \mathbb{N}_{\geq M}$.

There exists $\gamma \in\left\{0, \ldots, 2\|\Lambda\|^{3}\right\}$ such that, for all $n \in\{1, \ldots, N\}$, $\rho \pi$ has a shortening by $(0, n \gamma)$ which is admissible from $\boldsymbol{r}$.

Proof. If case (1) of Lemma 5.14 applies to $\pi$ from $s$ then we are done immediately, so assume case (2) applies to it. Hence, for some cycle $\boldsymbol{v} \in \mathbb{Z}_{<0} \times \mathbb{Z}_{>0}$ which occurs in $\pi$ at least $2\|\Lambda\|^{2} N$ times, we have

$$
\operatorname{left}(\boldsymbol{v}) \cdot\left(\boldsymbol{s}_{1},-\boldsymbol{t}_{2}\right)<7(k+2)(M+1)\|\Lambda\|^{5} .
$$

This also implies $s_{1} \geq 12(k+1)(M+1)\|\Lambda\|^{4}$, since otherwise

$$
\begin{aligned}
\operatorname{left}(\boldsymbol{v}) \cdot\left(\boldsymbol{s}_{1},-\boldsymbol{t}_{2}\right) & >-\boldsymbol{v}_{2} 12(k+1)(M+1)\|\Lambda\|^{4}-\boldsymbol{v}_{1} \boldsymbol{t}_{2} \\
& \geq-12(k+1)(M+1)\|\Lambda\|^{5}+\boldsymbol{t}_{2} \\
& \geq 7(k+2)(M+1)\|\Lambda\|^{5} .
\end{aligned}
$$

Consequently, Lemma 5.14 with $N\|\Lambda\|$ for $N$ and with the axes swapped applies to $\rho$ from $r$.
Suppose that case (2) of Lemma 5.14 holds. That is, for some cycle $\boldsymbol{w} \in \mathbb{Z}_{>0} \times \mathbb{Z}_{<0}$ which occurs in $\rho$ at least $2\|\Lambda\|^{3} N$ times, we have

$$
\left(-\boldsymbol{w}_{1}, \boldsymbol{w}_{2}\right) \cdot\left(\boldsymbol{r}_{2},-\boldsymbol{s}_{1}\right)<7(k+2)(M+1)\|\Lambda\|^{5} .
$$

We will reduce the occurrence of cycle $\boldsymbol{w}$ in $\rho$ by $-\boldsymbol{v}_{1} \cdot n$ resulting in a shortening by $-\boldsymbol{v}_{1} \cdot n \cdot \boldsymbol{w}$.
If case (1) of Lemma 5.14 with $N\|\Lambda\|$ for $N$ and with the axes swapped applies to $\rho$ from $r$, there is a value $\gamma^{\prime} \in\left\{1, \ldots, 2\|\Lambda\|^{2}\right\}$ such that we can shorten $\rho$ by $-\boldsymbol{v}_{1} \cdot n \cdot\left(\gamma^{\prime}, 0\right)$. For convenience, we define $\boldsymbol{w} \stackrel{\text { def }}{=}\left(\gamma^{\prime}, 0\right)$ in this case.

Either way, the resulting shortened version of $\rho$ is admissible from $\boldsymbol{r}$. In both cases, the second coordinate of points cannot decrease due to the shortening (note that $\boldsymbol{w}_{2} \leq 0$ ). The first coordinate may decrease but by at most $\|\Lambda\| \cdot N \cdot 2\|\Lambda\|^{2}=2\|\Lambda\|^{3} N<M$. Therefore, the shortened version of $\rho$ is still admissible since, prior to the shortening, all points visited by $\rho$ after $r$ have a first coordinate of at least $M$.

Note that, while $\rho$ is still admissible after the shortening, $\rho \pi$ may not be admissible anymore. Therefore, we also need to shorten $\pi$ appropriately to counter the effect that the shortening of $\rho$ may have had on the first coordinate. We shorten $\pi$ by reducing the number of occurrences of cycle $\boldsymbol{v}$ by $\boldsymbol{w}_{1} \cdot n$. We now argue that such a shortened version of $\pi$ is admissible from $\boldsymbol{s}+\boldsymbol{v}_{1} \cdot n \cdot \boldsymbol{w}$.

Following Lemma 5.14, $\pi$ consists of two parts: a prefix of $\pi$, $\pi^{\prime}$ for which all intermediate points lie in $\left(\mathbb{N}_{\geq M}\right)^{2}$, and the remaining path after $\pi^{\prime}$. Note that the cycle $\boldsymbol{v}$ is part of the path $\pi^{\prime}$. Therefore the final point of $\pi^{\prime}$ as well as all points on the second part of $\pi$ experience an increase of their first coordinate by $-\boldsymbol{v}_{1} \cdot n \cdot \boldsymbol{w}_{1}$. Hence, after the shortening, all points on $\pi$ starting at $\boldsymbol{s}$ have a first coordinate of at least $\min \left\{M,-\boldsymbol{v}_{1} \cdot n \cdot \boldsymbol{w}_{1}\right\}=-\boldsymbol{v}_{1} \cdot n \cdot \boldsymbol{w}_{1}$. Reducing the repetitions of the cycle $\boldsymbol{v}$ by $\boldsymbol{w}_{1} \cdot n$ can decrease the second coordinates of points on the path by no more than $\boldsymbol{w}_{1} \cdot n \cdot \boldsymbol{v}_{2} \leq 2\|\Lambda\|^{3} N<M$ but all points visited by $\pi$ prior to the shortening lie in $\mathbb{N} \times \mathbb{N} \geq M$. Altogether we conclude that the shortening of $\pi$ is not only admissible from $s$, but even admissible from $\boldsymbol{s}+\boldsymbol{v}_{1} \cdot n \cdot \boldsymbol{w}$.

Overall, we have a shortened version of $\rho$ going from $\boldsymbol{r}$ to $\boldsymbol{s}+\boldsymbol{v}_{1} \cdot n \cdot \boldsymbol{w}$ that is admissible. This is followed by a shortened version of $\pi$ going from $\boldsymbol{s}+\boldsymbol{v}_{1} n \boldsymbol{w}$ to $\boldsymbol{t}+\boldsymbol{v}_{1} n \boldsymbol{w}-\boldsymbol{w}_{1} n \boldsymbol{v}=\boldsymbol{t}-n\left(0, \boldsymbol{w}_{1} \boldsymbol{v}_{2}-\boldsymbol{w}_{2} \boldsymbol{v}_{1}\right)$ and which is admissible as well.

Since we successfully shortened $\rho \pi$ by $n\left(0, \boldsymbol{w}_{1} \boldsymbol{v}_{2}-\boldsymbol{w}_{2} \boldsymbol{v}_{1}\right)$ it only remains to show that $\boldsymbol{w}_{1} \boldsymbol{v}_{2}-$ $\boldsymbol{w}_{2} \boldsymbol{v}_{1} \in\left\{0, \ldots, 2\|\Lambda\|^{3}\right\}$. Clearly, $\boldsymbol{w}_{1} \boldsymbol{v}_{2}-\boldsymbol{w}_{2} \boldsymbol{v}_{1}<\boldsymbol{w}_{1} \boldsymbol{v}_{2} \leq 2\|\Lambda\|^{3}$. On the other hand, it cannot be that $\boldsymbol{v}_{1} \boldsymbol{w}_{2}>\boldsymbol{v}_{2} \boldsymbol{w}_{1}$, because it implies

$$
\begin{aligned}
\boldsymbol{t}_{2} & \leq\left(\boldsymbol{v}_{2} \boldsymbol{w}_{1}, \boldsymbol{v}_{1} \boldsymbol{w}_{2}\right) \cdot\left(-\boldsymbol{r}_{2}, \boldsymbol{t}_{2}\right) \\
& =-\boldsymbol{r}_{2} \boldsymbol{v}_{2} \boldsymbol{w}_{1}+\boldsymbol{t}_{2} \boldsymbol{v}_{1} \boldsymbol{w}_{2} \\
& =\boldsymbol{v}_{2} \cdot\left(-\boldsymbol{w}_{1}, \boldsymbol{w}_{2}\right) \cdot\left(\boldsymbol{r}_{2},-\boldsymbol{s}_{1}\right)-\boldsymbol{w}_{2} \cdot\left(-\boldsymbol{v}_{2}, \boldsymbol{v}_{1}\right) \cdot\left(\boldsymbol{s}_{1},-\boldsymbol{t}_{2}\right) \\
& <\left(\boldsymbol{v}_{2}-\boldsymbol{w}_{2}\right) \cdot 7(k+2)(M+1)\|\Lambda\|^{5} \\
& \leq 14(k+2)(M+1)\|\Lambda\|^{6} .
\end{aligned}
$$

We are now almost equipped to establish that 2-dimensional simple linear path schemes have pseudo-polynomially bounded reachability witnesses. Our last lemma applies to runs that remain far from both axes, and provides a bound on the norm of the points they can visit without compromising their minimality.

Lemma 5.16. Suppose we have an SLPS $\Lambda$ with $k$ cycles and $\|\Lambda\|>0$. Let $\pi \in \Lambda$ be an $\left(\mathbb{N}_{\geq 6\|\Lambda\|^{3}}\right)^{2}-$ run from point s to point $\boldsymbol{t}$ which visits some point $f$ such that $\|f\|>3\|\Lambda\|^{2} \cdot\|\{\boldsymbol{s}, \boldsymbol{t}\}\|+7.5\|\Lambda\|^{5} k$. There is a shortening of $\rho$ by 0 that is admissible from $s$.

Proof. Since $f$ is distinct from $s$ and $\boldsymbol{t}$, we have that $k>0$, so

$$
\begin{aligned}
|\pi| & \geq 2(\|f\|-\|\{\boldsymbol{s}, \boldsymbol{t}\}\|) /\|\Lambda\| \\
& >4\|\Lambda\| \cdot\|\{\boldsymbol{s}, \boldsymbol{t}\}\|+15\|\Lambda\|^{4} k \\
& \geq 4\|\Lambda\|\|\boldsymbol{t}-\boldsymbol{s}\|+\left(k 2\|\Lambda\|^{2}+1\right)\left(4\|\Lambda\|^{2}+1\right)
\end{aligned}
$$

In particular, $C=\operatorname{cycles}_{\geq 2\|\Lambda\|^{2}}(\Lambda, \pi)$ cannot be empty. Suppose the cone of $C$ does not contain 0 . Then Lemma 5.6 provides a vector $\boldsymbol{p}$ with $\|\boldsymbol{p}\| \leq 2\|\Lambda\|$ and $\boldsymbol{p} \cdot \boldsymbol{c}>0$ for all $\boldsymbol{c} \in C$. By Cauchy-Bunyakovsky-Schwarz's inequality and Lemma 5.9 (1) we then get

$$
\begin{aligned}
4\|\Lambda\|\|\boldsymbol{t}-\boldsymbol{s}\| & \geq \boldsymbol{p} \cdot(\boldsymbol{t}-\boldsymbol{s}) \\
& \geq|\pi|-\left(k 2\|\Lambda\|^{2}+1\right)\left(4\|\Lambda\|^{2}+1\right)
\end{aligned}
$$

which contradicts the inequation above. So the cone of $C$ contains 0 and we finish by Lemma 5.11 with $N=1$ and $\boldsymbol{c}=\mathbf{0}$.

Theorem 5.1. For every SLPS $\Lambda$ from state $s$ to state $t$, there exists $B \leq(|\Lambda| \cdot\|\Lambda\|)^{O(1)}$ such that if $\pi \in \Lambda$ is minimal with $s(\mathbf{0}) \xrightarrow{\pi} \mathbb{N}^{2} t(\mathbf{0})$ then $\left.s(\mathbf{0}) \xrightarrow{\pi} \mathbb{N}_{\leq B} \times \mathbb{N}_{\leq B}\right) t(\mathbf{0})$.

Proof. We can assume $\|\Lambda\|, k>0$ where $k$ is the number of cycles in $\Lambda$. Consider any shortest admissible $\pi \in \Lambda$ from 0 to 0 , and let $M \stackrel{\text { def }}{=} 16\|\Lambda\|^{7}$.

First, we show that at all points visited by $\pi$ where one coordinate is less than $M$, the other coordinate must be less than

$$
\begin{equation*}
M^{\prime} \stackrel{\text { def }}{=} 969 k\|\Lambda\|^{13}=19(3 k)\left(17\|\Lambda\|^{7}\right)\|\Lambda\|^{6} \geq 19(k+2)(M+1)\|\Lambda\|^{6} \tag{12}
\end{equation*}
$$

To see this, assume the contrary and let $t \in \mathbb{N}^{2}$ be a point visited by $\pi$ from 0 such that, w.l.o.g., $\boldsymbol{t}_{1}<M$ and $\boldsymbol{t}_{2} \geq M^{\prime}$. Further assume that $\boldsymbol{t}$ is a point with maximum $\boldsymbol{t}_{2}$ among all points with this property. Then we can extract a subpath $\rho$ by following $\pi$ backwards, starting in $t$ until for the first time a point $s$ is visited that satisfies $s_{2}<M$ and then further, until for the first time a point $\boldsymbol{r}$ is visited with $\boldsymbol{r}_{1}<M$. (Here it may be the case that $\boldsymbol{s}$ and $\boldsymbol{r}$ are the same point, i.e. the latter path segment is empty.) On this path Lemma 5.15 is applicable with $N=2\|\Lambda\|^{3}$. So there exist


Fig. 14. Illustrations of the proof of Theorem 5.1. Left: we identify two path segments, one from $r$ to $t$ via $s$ (in $\square$ ), and one from $\boldsymbol{t}$ to $\boldsymbol{r}^{\prime}$ via $\boldsymbol{s}^{\prime}$ (in $\square$ ). Both can be shortened via Lemma 5.15 (applied to the reverse of the second segment). Composing the shortenings produces a new path from 0 to 0 , in which the point corresponding to $t$ has moved vertically down. Right: shortest paths cannot leave the shaded area. The path from $s$ to $t$ via a sufficiently large point $f$ can be shortened using Lemma 5.16.
$\gamma \in\left\{0, \ldots 2\|\Lambda\|^{3}\right\}$ and shortenings by $(0, n \gamma)$ for all $n \in\{1, \ldots N\}$, admissible from the point $r$. If $\gamma=0$ then this directly contradicts the minimality of $\pi$. Otherwise we can, analogously, extract a subpath $\rho^{\prime}$ by following $\pi$ forwards from $\boldsymbol{t}$ to some $\boldsymbol{r}^{\prime}$ and then reversing, so that Lemma 5.15 provides $\gamma^{\prime} \in\left\{0, \ldots 2\|\Lambda\|^{3}\right\}$ and shortenings by ( $0, n \gamma^{\prime}$ ) for all $n \in\{1, \ldots N\}$, admissible backwards from $\boldsymbol{r}^{\prime}$. Together, this means there is a shortening of $\pi$ by 0 ; a contradiction with the minimality assumption. (An illustration is in Figure 14 on the left.)

To show the claim of the theorem, assume that $\pi$ visits some point $f$ whose norm exceeds

$$
B \stackrel{\text { def }}{=} 2914.5 k\|\Lambda\|^{15} \geq 3\|\Lambda\|^{2} M^{\prime}+7.5\|\Lambda\|^{5} k .
$$

Then we can partition $\mathbf{0} \xrightarrow{\pi} \mathbf{0}$ as $\mathbf{0} \xrightarrow{\rho} \boldsymbol{s} \xrightarrow{\sigma} f \xrightarrow{\sigma^{\prime}} \boldsymbol{t} \xrightarrow{\tau} \mathbf{0}$ where $\|\boldsymbol{s}\|,\|\boldsymbol{t}\|<M^{\prime}$ and all other points visited by $\sigma \sigma^{\prime}$ from $\boldsymbol{s}$ are in $\left(\mathbb{N}_{\geq M}\right)^{2}$. (This is illustrated in Figure 14 on the right, where the dotted line indicates the bound $B$ above.) Now Lemma 5.16 provides a shortening of $\sigma \sigma^{\prime}$ that is admissible from $\boldsymbol{s}$, and thus a shortening of $\pi$ admissible from $\mathbf{0}$, again contradicting the minimality assumption.

## 6 CONCLUSION

We finish by highlighting four directions for further work:
(1) Finkel et al. have recently completed a classification of extensions of 2-VASS by zero test, reset and transfer operations on their counters, in terms of computability and semi-linearity of their reachability sets and reachability relations [16]. However, in spite of the subsequent progress by Leroux and Sutre [30], the complexity of the reachability problem remains open in several cases.
(2) The complexity of the reachability problem for branching VASS in dimension one has been settled both in the unary encoding and the binary encoding cases, namely P-complete [17] and PSPACE-complete [15] (respectively). However, in dimension two, it is not even known whether the problem is decidable.
(3) Another interesting extension of 2-VASS is by replacing one of the counters by a pushdown stack. The resulting systems, which can be seen as one-dimensional grammar-controlled vector
addition systems (GVAS), are challenging: their coverability problem is known to be PSPACEhard [12] and in EXPSPACE [31], and whether their reachability problem is decidable is open.
(4) In spite of major recent progress on the complexity of the general VASS reachability problem [10, 28], relatively little is known specifically for dimension three; from the latter reference, 3-VASS reachability is in the non-elementary fast-growing complexity class $F_{7}$ [41]. As we have remarked, a substantial obstacle to applying the techniques from this article to 3-VASS is that their reachability relations (in fact, already reachability sets) are not semi-linear [19, proof of Lemma 2.8].
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